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Network AttachedStoragen a SecuredistributedFile System

BenjaminReed

Abstact

Distributedfile senersarebecominganimportantpartof the network infrastructure The
increasedcapacityof disk drives hasincreasedhe amountof storagemanagedy the file sener.
The numberof network clientshave increasedaswell asthe bandwidthandconnectiity between
theclientsandseners. Thefile seneris a bottleneckin theaccesgpathbetweerthe network client
andthedataon thedisks. To alleviate this bottleneckit hasbeenproposedo directly attachdisksto
the network, therebyincreasinghe aggrgatenetwork bandwidthto the dataandrelieving thefile
sener. Attachingdisksto the network bringssecurityproblemsthatdo not exist whenthe disk is
only attachedo thefile sener.

Simply applyingexisting authenticatiorprotocolsto network attachedstoragds not suf-
ficient becauseof their administratve and computationakrequirements.We review someof the
commonmeansof authenticatiorin usetoday andtheir weaknessewhenappliedto network at-
tachedstorage.

To addressheseauthenticationveaknessesye presenanauthenticatiorprotocolto pro-
vide strongauthenticatiorguarantee$o network attachedstorage. This protocol avoids the in-
frastructureand computationaloverheadof other protocolswhile still providing strongidentity,
integrity, andfreshnesguarantees.

To enablethe protocolwe introducean objectmodelto permitthe correctlevel of access
controlto the datastoredon the network storagedevices. Additional advantagego usinganobject
interfaceasopposedo ablock interfacearediscussed.

We describea completelydistributedfile systemwhich we implementedor Linux, that



takesadvantageof theauthenticatiorprotocolandobjectmodel. Thefile systemexhibits scalability
manageabilityand securityfeaturesmissingin mostcontemporaryile systems.It alsoillustrates

how addingsimpleobjectsemantic$o network storagedevicescanremove theneedfor afile sener

without sacrificingsecurity
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Chapter 1

Intr oduction

The needto accessarything from anywherehasemphasizedhe role of distributed file
senersin computing.Distributedfile systemsrovide local file systemsemanticsvhenaccessing
remotestorage. This allows network clientsto incorporatethe remotestorageinto the local file
system File semanticarewell understoodby usersandapplicationsmakingdistributedfile seners
aconvenienttool to usein developingdistributedapplications.

As therole playedby distributedfile systemsexpandssomeshortcoming®f theirdesign
becomdncreasinglyevident. Fasterclients,highbandwidthconnectionsandlargerdrive capacities
increasehe demandon file seners. Althoughit would seemthat network file sener performance
would belimited by the I/O capacityof the systemstoragedevices,in actuality with sufficient I/O
bandwidth,file senersfrequentlybecomeCPU bound. Riedeland Gibsonshaved thatevenwith
low overall CPU utilization burstloadswere sufiiciently intenseto over-utilize the CPU [47]. By
allowing directaccesdo storagedevicesby the clientsthey were ableto reducethe workload of
thefile seners. This kind of directaccesslsorequiresa supportingauthenticatioomechanisnio

prevent maliciousclientsfrom makingunauthorizedchangeso the storageand,consequentjythe



file system. While this kind of accesscontrol becomesmore apparentwhen clients candirectly
accesshestoragedevices,evenclassicalistributedfile systemsarefrequentlylackingin this area.

Applicationsthatrely on distributedfile systemsshouldnot be compromisedy security
weaknessesf the file systemson which they are built. Data storedon distributed file systems
frequentlyneedto be protectedrom unauthorizediccesor eavesdropping.The administratorof
the distributed file seners control accesgo the senersand, consequentlywho hasaccesdo the
dataon their storagedevices. Encryptioncanbe usedto presere the confidentialityof the datain
thesesituationsput in practiceusersmustencryptoutsideof thefile systento achieve this kind of
confidentiality Contemporaryistributedfile systemsareonly beginningto addressheseissues.

Theauthenticatedietwork attachedliskswe presentddressheseproblemsoy providing
anarchitecturdasedn one-way hashfunctionsproviding for mutualauthenticatiorof the network
disksandtheclients. This architectureobviatesthe needfor more performancentensve authenti-
cationmethodssuchaspublic-key encryptionandKerberod40]. Theauthenticationnfrastructure
requiredis very smallandflexible, allowing it to fit into morecomplex systems.

Finally, sinceencryptionis notrequiredto supportauthenticationavarietyof legalissues
canbe avoided. Domesticencryptionis restrictedin somecountrieg[9], andothersrestrictexport
of encryption[55, 56]. Theserestrictionscanbe avoidedby the network disksallowing the same
disksto be usedworldwide.

We review the component®f distributedfile systemsdn §1.1. In §1.2 anoverview of the
typesof contemporaryile systemss presentedo shav the contect in which this work wasdone,
aswell asanoverview of theauthenticatioomethodsusedin thosefile systemsAn overview of the

restof this thesisis presentedn §1.3.



1.1 Distributed File Systems

In general,a distributedfile systemhasfour componentsclients,file seners,authenti-
cationseners, and datastores. Client machinesaccesdiles on behalfof usersand applications.
Usersandtheir applicationshave credentialghatare usedto identify themselesto anauthentica-
tion sener, or evendirectly to afile sener. Someexamplesof file systemswhich will bereviewed
later, that separatdhe file sener andthe datastoresare Swift [32] andZebra[22]. Andrew File
System(AFS) [24] is an exampleof afile systemthat separateshe authenticatiorandfile sener
components.The more contemporarfile seners, suchas Network File System(NFS) [53] and
CommonlnternetFile System(CIFS) [41], do thefile serving,authenticationand storageat the
samesener.

If anauthenticatiorseneris presenttheclientauthenticatetheuserto theauthentication
sener in theform of a passwerd, token, or otherauthenticatiormethod. The authenticatiorsener
givestheclient new tokensthatareusedto accesshefile sener. Thesetokensmaygrantaccesso
specificfiles onthefile sener or maysimply authenticateheidentity of theuser

In classicaHistributedfile systemsall accesset thedatastorearethroughthefile sener.
Thefile sener verifiesthe accessibilityof the databeforecarryingout therequestrom a client on
the datastore. The datastoreis usuallylocally attachedo thefile sener. Sincethelocal storagds
only attachedo thefile sener, it cansimply carry out therequest®f thefile senerwithouthaving
to authenticat®r checkaccespermissions.

Storingdataon a network is oftenaccompaniedby the sharingof databetweerusers.For
sharingto occur usersneedto beableto transferrightsto otherusers. Assignmenof ausersrights
or of asubsebdf thoserightsto anothemsershouldbe possible.On somedistributedfile systemsa

usercangive accesgo specificfiles. On others,the granularityof sharingis at the directorylevel.



Finally, someonly allow usersto grantaccesgo entiresubtrees.

1.2 RelatedWork

This sectionpresentssomekey work in the areaof distributedfile systemgo illustrate
the differencesn their aspects.We startby presentingsomeof the popularsener basedfile sys-
tems,followedby file systemghatdistribute the work acrosamultiple seners,andthencompletely
distributedfile systems. After presentinghesefile systemswe will presentwork in the areaof
authentication followed by someimportantexamplesof the applicationof theseauthentication

methodsn distributedfile systemsbeginningwith the wealestformsof authentication.

1.2.1 Distributed File Systems

While mostdistributedfile systemssharethe commongoal of extendinglocal file system
semantic$o network storagetheapproachediffer greatly To illustratetheseapproachese begin
by presentingwo of the mostpopularnetwork file systemsNFSandCIFS.We thenpresentAFS
andDFS. They allow thefile systemto be spreadacrossmultiple seners. We alsopresenta group
of file systemghatmanagehefile systemmetadataat file senersandstorethe dataon dedicated
dataseners. Thisideahasbeenappliedto NFSandAFS by the NASD projectat Carnegjie Mellon

University Finally two senerlessdistributedfile systemsarepresented.

NFS

NFS [53] wasdevelopedby SunMicrosystemdo provide transparentemoteaccesso
files. It usesa RemoteProcedureCall / ExtendedData RepresentatiofRPC/XDR) interfaceto

malke it portableacrossoperatingervironments.Thefile systenconsistof stateleséile senersand



Client - data & metadat:a Server local
requests connec

Figurel.1: Thedataandmetadataaccesses NFSandCIFS.

file systenclients.NFSis moreafile sharingprotocolthanafile system.TheNFSprotocolimplies
mostly UNIX semanticgo thefiles, andthefiles themselesareusuallystoredin alocalfile system
onthefile sener. Thefile senerexposessubtreesof thelocalfile systemgo the network.

Sincethe files are being sharedfrom a local file system file systemsaccessedy NFS
clientsdo not spanseners. CIFS, describedn the next section,shareghis limitation. Figurel.1
illustratesthefile systemaccessn thesesener basechetwork file systems.

When a client connectsto a file sener the client first usesthe mount protocolto get
a handleto the root of the subtreethat will be accessed.The mountprotocol sener runson a
privilegedport. Oncethe handleis obtained the clientscommunicatewvith thefile serer running
on anon-prvileged port to requesfile anddirectorydata. Version2 of the protocolrestrictedthe
maximumtransfersize perrequesto 8192bytes. Version3 [8] of the protocolremoved this limit
which allows for betterperformanceClient cachingis not specifiedin the protocol,but in practice
NFSclientscachefile datafor 5 secondsinddirectorydatafor 30 secondsWritesarecommittedto
diskwhenrecevedby thesener. Version3 addedawrite commitprotocolto allow multiple writes
beforeactuallycommittingto disk.

The mostcommonform of authenticationn NFS is network based. Only the sener
authenticatethe client. The client doesnot authenticatehe sener. As mentionedn sectionl.2.2,
network basedauthenticatioris subjectto anumberof attacksandtoolsexist to exploit them.Other

proposalsxist for using DES with public key encryptionandKerberosbut they have yetto gain



popularity

NFSis statelesso make it resistanto sener failures. Becauset is statelessit losesthe
openandclosesemantic®f files. Openandclosesemanticeanbeusedfor efficientcachemanage-
mentboth on sener andclient. Cachingreadsis very importantsincereadsarethe overwhelming
majority of client operations.The simpletime basedcachinglimits the effectivenessof the cache

anddoesnotassureacheconsisteny.

CIFS

The CommoninternetFile System(CIFS)[41] is a statefulfile sharingprotocolthathas
evolved from a file andprint sharingprotocolfor personalcomputerson a local areanetwork. A
CIFS sener is able to sharefiles, printers,and FIFO (or namedpipes)with CIFS clients using
Sener MessageBlocks (SMB). Communicationbetweenthe client and sener takes placevia a
requestSMB anda responsesMB. With one exception,the client always makes a requesto the
senernotvice-vesa SMB’s areencapsulatedh a NetBIOSpaclet andtransportedver areliable
transporisuchasTCP.

CIFS usesmandatorylocking thatis enforcedby the CIFS sener. Files may be opened
with file level locksto provide read,write, andexclusie locksto afile. Byte locking canalsobe
usedto lock rangesof a file for reador write access.Variationsof the readandwrite SMB'’s are
availableto performa simultaneouseadandlock on a byterange,aswell asa simultaneousvrite
andunlock. In the caseof the level locks and byte rangelocks, the locks will be releasedvhen
theclient explicitly releaseshelocksor closesthefile. The CIFS sener will not revoke the locks
heldby aclient. Thelaterversionsof CIFSaddedatemporaryocking calledopportunistidocking

that can be requestedy the client whena file is opened. If opportunisticlocking is requested,



the client neednot write changego the sener or requestocks until thefile is to be closedor the
sener revokesthe opportunisticlock. If the sener mustrevoke an opportunisticlock, the sener
sendsan SMB to the client revoking the lock. The client repliesto the requestafter flushingary

datato be written andrequestingocksfor rangeshatwererequestedvhile the opportunistidock

washeld. The specificationfor the CIFS protocolmalesvery little mentionof caching. Caching
is only mentionedn relationto opportunistidocking. Cacheconsisteng canbe maintainedusing
the CIFSlocking mechanismHowever, sincethe sener cannotrevoke locks held by the clientthe
cachesnustbeflushedto the sener quickly andthelocksreleasedo avoid impactingotherclients
waiting onthelock.

CIFS supportstwo securitymodes: share-lgel and userlevel. In both caseshe client
andsener arebothin possessionf a sharedsecref(i.e. the passverd). Securityis enforcedwhen
a sessions initiated with a resource.In the caseof share-lgel security accesdo the resources
restrictedusinga passvard. Onceaccesss gainedto aresourcaisingshare-lgel security thesame
level of accesss usedfor all files andsubdirectoriesin the resource.Userlevel security on the
otherhand requiresauseridandpasswerd to accessheresourceOncetheresourcds accessethe
level of accesanvary on anindividual file or directorybasis.

To prevent eavesdroppingof passwerds when initially accessingesourcef a CIFS
sener, encryptioncanbe usedwhile authenticating DES is usedasthe encryptionalgorithm. The
variablenameq P;) andtermsusedto describethe validationprotocolaretakenfrom the standard
[41]. Whentheclientinitially connectdo the sener andneyotiatesthe protocollevel thatwill be
usedthesener sendsdacka cryptkey whichis computeddy encryptinga stringcomposeaf eight
qguestionmarkswith a sesenbyte string, which is usuallya combinationof the time anda counter

Theclient bggins encryptingthe passverd by calculatingP; g, which is a string composeaf eight



qguestionmarksencryptedwith Pi4. Py4 is the users passvword paddedwith spacesf necessaryo
form a 14 byte string. P, is Pig with five null bytesappendedFinally, the encryptedpassverd is
theresultof encryptingthe crypt key with P,;. Both the clientandsener performthe calculation
andthe sener validatestheresultsentby the client with theresultof its own calculation.

If authenticatiors doneusingtheabove algorithm,thepassverd is protectedrom eaves-
droppingandtheuseof the cryptkey seemgo protecttheresultfrom beingreplayedo gainaccess.
Theauthentications only doneoninitial connectiorto theresource.The connectiororientedpro-
tocol is relied uponto maintainthe integrity of the restof the session.As waspointedout earlief
TCPcannotberelieduponto provide thiskind of integrity. Packetscanbe manipulatedo andfrom
the sener in orderto fool the client andsener; or the sessioritself could be taken over afterthe
connectioris made giving the attacler accesgo theresourceasif sheweretheuserthatconnected

to theresource.

DedicatedServer

Generalpurposeoperatingsystemsprovide mary functionsandfeaturesthat are super
fluousto a systemwhosesolefunctionis to actasa file sener. Someof thesefunctionsinclude
graphicaluserinterfaces,multitasking,andapplicationprogrammingsupport. Operatingsystems
have beencreatedo expresslysupportthefile servingfunction. An exampleof suchan operating
systenis Network Appliances dedicatedile sener. Theircustomizedperatingsystenis designed
specificallyfor processingetwork requestsandincludesa Write AnywhereFile Layout (WAFL)
[23] thatis optimizedfor file serving. Theresultis a file sener with improved performancevhen
comparedo afile senerhostedby agenerapurposeoperatingsystem.Severalexisting file sharing

protocolsaresupportedncluding CIFS, the de facto Windows file sharingprotocol,andNFS, the
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Figurel.2: Thedataandmetadataccesses AFS.

de facto UNIx file sharingprotocol. This allows the sener to communicatewith mary existing

network clients.

AFS/DFS

Andrew File System(AFS) [24] is a statefuldistributedfile system.It hasa muchmore
complicatednfrastructurehanNFSbecausdt actuallyis afile system.AFS presentshe network
clientswith the appearancef a singlenamespace.Thefirst level of the namespaceexposeshe
available AFS cells. Eachcell hasa subtredan the AFS network completewith its own domainof
authentication.Thesecells canhave mary volumeseners. The volume senerscontainthe actual
file systemdata. Figure 1.2 illustratesthe accessnethodsof the clients. The figure shavs thatthe
metadataanddatarequestsarepassedo volumesener. Eachvolumesener containsa subtreeof
thefile system.

Its performanceadwantageover otherdistributedfile systemss aresultof its cachingthe
entirefile locally whenit is opened.Cachedcopiesof files aremadeconsistentvith thefile onthe

file sener whenthefile is closed.Benchmarkshaow thatlocal cachingof files reducethe load on
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thefile senerallowing it to sene additionalclients. AFS usesa callbackmechanisnto keepcopies
of files thatarein the cacheandno longeropenedconsistentith the originalson the file sener.
Theperformancémprovementsn AFS arenotuniversal.lf afile is notcachedafile openmaytake
longerthanwith NFS. File closesmaytake longerthanusingNFS, sincethe datamustbe flushed
to thesenerif thefile haschanged.

Authenticationin AFS is doneusing Kerberos[40, 29]. Directorieshave accesdists
which allow accessebasedon users Kerberoddentifier Whena userwishesto accesAFS, she
first obtainsa Ticket Granting Ticket (TGT) from the authenticatiorsener. This ticket is time
limited andallows the userto requestadditionalticketsto communicatewith the AFS file seners.
Kerberodicketsareonly usedfor authenticationno encryptionis doneon the actualfile data.Fur
thermore gventhoughall the network pacletssentbetweerthe clientsandfile senersareauthenti-
catedusingKerberosthe pacletsthemselesarenot actuallyintegrity protected.For performance
reasonspnly the paclet headerhasintegrity guaranteesso modificationsto the payloadof the
pacletsareundetectedKerberogelieson synchronizealocksto preventreplays.If clocksarenot
looselysynchronizedtheauthenticatiorserviceswill notwork.

DecorumFile System(DFS)[27] is afollow-onto AFS. It improved cachingby allowing
partsof thefile to be cachednsteadof requiringthe wholefile to be cached.This wasnecessary
to allow for files to be openedhatwould betoo large to cachein their entirety Theimprovedfile
cachingalsoincludedcacheconsisteng call-backswith finer levels of granularity Filesin DFSare
alwayskeptconsistentWhenafile is openedthe client obtainsatokenfor the pieceof thefile that
is keptin its local cache.If thetokenis for writing andanotherclientrequestshatpieceof thefile,
thesener will revoke thetoken, causeheclientto flushary changego the sener, andreleasdahe

token. After thefirst client releasests token, the secondclient will be granteda token and make
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Figurel.3: Clientaccessisingdataandmetadataeners.

changedo, or read,thatpieceof thefile.
Thelatestversionof DFS[15] alsoenhancesecurity All pacletsareintegrity protected
by default andthereis anoptionfor encryptingthe pacletsbetweertheclientandsener. Thefiles

themselesarestill storedin plaintext onthefile seners.

StorageServers

Figure 1.3 illustrateshow metadataand data can be managedseparatelyby separate
seners. The simplestexampleof a file sener making this kind of separatioris the Bullet [59]
file system.It haddirectorysenersthathandledhamingandaccesontrol,andBullet senersthat
storefile datain immutabledataobjects.Accessto the dataobjectson the Bullet senerswasdone
with objectnumbergo identify a dataobjectandcapabilitieso allow clientaccesso agivenobject.
The objectnumbersandcapabilitiesweredistributed by the directoryseners. The greatestimita-
tion of the Bullet file systemwasthatfile dataobjectsmustbe readandwritten in their entirety
Giventhat an analysisof the file systemtraffic at the time [42] shaved that 75% of the files are

accesse(h their entirety theauthorsdid not view this limitation asthatgreat.
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The Swift file system[32] alsousedobjectsat the storageseners, but they wereusedto
stripethe file dataacrossobjectson differentstorageseners. It alsodid not requirethatfiles be
accesse(h theirentirety Theauthorsfoundthatthis stripingboostedhe aggrejatebandwidthand
processingwvailableto sene files evenwhenindividual files werebeingaccessed.

Becausedndividual files were stripedacrossthe storageseners, files that were smaller
thanthe stripe stride multiplied by the numberof storagesenerswerenot ableto fully obtainthe
benefitsof striping. Zebra[22] combinedheideasSwift [32] andlog-structuredile systemgLFS)
[51] and RAID [44] to producea file systemthat stripesthe file systemdataacrossthe storage
seners. Insteadof storingfile datain objectsandthe storageseners, eachclient writes update
logsto its own stripefragmentsandthe network storage.The clientsusethe file manageiwhich
manageshe metadatajo managehe mappingbetweerthefile systernamespaceandthelocation

of thefile datain the stripefragments.

Network Attached StorageDevice

Dedicatedseners provide an impressie increasein performance.However, the scala-
bility of the sener is restrictedby factorssuchasthe processingpower of the CPU, the speedof
the systembus, network interface, disk interface, and the disksthemseles. This is becausahe
file sener mustbe involved with all transactiondetweerthe clientandthedisks. Figurel.4 illus-
tratesonesolutionto this problem.Thedisksaredirectly attachedo the network andallow thefile
senerto marshaklient requestdo the appropriatadisks. Whendisksarenetwork attachedthefile
seneris ableto managssignificantlymorestorageandthe aggrgatenetwork bandwidthincreases
dramatically

The corvergenceof network andl/O connectiorntechnologiesnspireinvestigationsnto
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the use of the network asthe I/0O bus [52, 26]. For example, Network-AttachedSecureDisks
(NASD) [17] have beenmadeto operatewith Network File System(NFS)andAndrew File System
(AFS).

In file systemsbuilt with NASD, thefile sener providesonly file systemmeta-datavhile
theactualfile dataareprovided by the network attachedlisks. Whenfiles areaccessethy network
clients, the requestamustbe authenticatecind permissionshecled beforethe accesss allowed.
Thefile senersgenerallydothiskind of checking.However, if clientsareallowedto directlyaccess
thedisks,thedisksmustalsobe ableto verify the authorityof the client’s accesgo the data.

NASD usedime limited capabilitieso authorizeclientsto performspecificactionsonthe
disk. Thediskhassharedsecretavith thefile managethatareusedto createcapabilitykeys. NASD
initially usedDES andsecurecommunicatiorbetweernthefile serner andthe NASD to coordinate
the capabilities.Later[18], capabilitiesweregeneratedisingthe sharedsecretsat the file manager

in suchaway thatthe NASD couldverify a capabilitythatwassentby a client wascreatedoy the
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file manager This optimizationeliminateda lot of key exchangetraffic betweenthe file manager
andthe NASD.

Whena client wishesto accesglataon the disk, the client getsa capabilityfrom the file
sener to presento the network disk. The client thenpresentghe capabilitywith a requesto the
disk, at which point the disk verifiesthatthe capabilityallows the requeste@ctionbeforeactually
carryingouttheaction.

Benchmarkshav thatby allowing clientsdirectaccesdo the network attachedlisk, the
processoutilization of the file sener decreasedramatically This meansthat the file sener can
handlemorestorage but doesnot eliminatethefile sener altogether Therefore the scalability of

thefile sener limits overall growth of thefile system.

Serverless

The senerlessfile system(xFS) [11] wasdevelopedin conjunctionwith the Network of
Workstationg/NOW) projectat the University of California, Berkeley. Thefile systemconsistsof
anetwork of trustedworkstationghat cooperatedo provide the functionality normally provided by
anetwork sener. Theresultis afile systemthathasno centralrepositoryof files. Insteadthefile
systemdataandmeta-datas spreacamongthe network of trustedworkstations.

By spreadinghefile systemdataandmeta-datacrossnultiple machinestheaggreated
resourcesare much greaterthan what would be found on a normalfile sener. Theseresources
includecachesize,network bandwidth,andprocessingower. Stripingandloggingis alsousedto
boostperformance.

While dramaticperformancamprovementsare seenwhenthe senerlessfile systemis

comparedo a morecentralizedile system theseperformancemprovementscomeat a price: re-
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ducedsecurity Theclientandmanagekernelsaretrustedto protectthefile systemfrom malicious
access.Thus,the senerlessfile systemis designedo runin a uniform securityervironment. This
kind of ervironmentcanbe foundin NOW andin a network whereall machinesareadministered
andtrustedequally

To allow accesdo the senerlessfile systemby untrustedclients, an NFS gatavay is
used.Thegatavay is trustedandsenesasa firewall betweerthe trustednetwork andthe untrusted
clients. NFSclientsaccesshe gatavay asanNFS sener. The gatavay thenmakesrequeston the
part of the untrustedclient. The gatevay hasthe potentialto becomea bottleneckand addsextra
traffic andprocessingo the requests.However, performancamprovementsare still obtainedvia

the cooperaire cachingandlog-basedstriping.

JetFile

JetFile[21] is similar to the senerlessfile systemin thatfile systemdatais spreadacross
the clients. However, JetFileusesstoragesenersto act asa repositoryof files for backupand
availability reasonsThekey designpointof JetFileis their useof multicastsasthecommunications
medium.Multicastis usedto ensurecacheconsisteng amountall theclientsaccessingfile system
object.

Eachfile systemobjectis givenaFilelD. Associatedvith a FilelD is amulticastaddress.
ScalableReliableMulticast (SRM) [16] is usedto locatea FilelD, andunicastis usedto actually
retrieve the datafrom thatlocation. The client thathasthe FileID will answerthe SRM andsene
the datato the requestingclient. Writes aredonelocally anddo not needto be written backto a
storagesener, sincethe client doing the writes will sene the datato other clients by answering

SRMsfor the FileID with itself asthe location. Beforea modifiedfile is removed from the local
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cachetheclientwill updatethe storagesener with thechanges.

Becausewrites andreadsdo not have to go backto a storagesener andmary replicas
of afile canexist at differentclients, it is importantto have a way to serializeupdatego a file.
Serializationis doneusingaversionsener thatgeneratesersionnumberdor filesthatareupdated
by clients. The versionrequestsare alsomulticast,so otherclientscanmark their cachedfiles as
changing.Theversionseneralsoperiodicallysendutatableof currentfile versionsvia multicast

to fix up ary clientswhoseversiontablehasbecomeout of sync.

1.2.2 Methods of Authentication

Usersof adistributedfile systemhave theability to controlwho hasaccesandthekind of
operationghatcanbe performedon their files. Theserestrictionsarenormally enforcedby thefile
sener. However, beforeafile sener canallow anactionto betakenon a pieceof data,it mustfirst
discorer the identity of therequestenf the action. Thefile sener requiresthe userto authenticate
with it beforedecidingwhethertherequesis to beallowed.

In somecasesauthenticationis done by simply retrieving the useridentifier from the
requestjn others cryptographyis usedto give a strongemway of validatingidentity.

Authenticationis not a conceptthat appliesonly to clients. Clients may alsowish to
validatethatthe responseo a requesicamefrom the sener from whomthey believe it came.The

mostcommondistributedfile systemsn usetodayonly authenticatelients.

Network Based

Every device connectedo a TCP/IPnetwork hasanIP addressssociateavith it. ThisIP

addresss uniqueto the network. Whentwo devicescommunicatewith eachother eachmessage
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sentincludesthe sourcelP addressandthe destinationlP address.It is corvenientto authenti-
catethe sourceof a messagdy checkingthe sourcelP address.Currently IP addressesarefour
bytes,usuallywritten asfour numbersseparatedby dots. Sincenumbersarehardto work with, IP
addressearemappedo domainnamesy DNS[36]. This mappingallows theuseof moredescrip-
tive alphanumerimamedor IP devices. Many applicationghatauthenticatenachinedbasedupon
network addresseallow theuseof domainnamedn the accesdists.

Usually network applicationsauthenticatauisers,not machines;so further information
abouttheusersendinghemessagé neededrom theremotemachine UNix system$ave auserid
associateavith eachuser This useridis a 16-bitnumberwhichis mappedo analphanumeriaiser
namegenerallydonevia an/etc/passwdile or Network InformationSystem(NIS). Whenmessages
aresentto seners,theclientusuallyincludesinformationaboutthe userthatis makingtherequest.
The sener is more likely to trust that the messageontainsa valid usernameif the messages
comingfrom a privilegedport. UNIX systemsallow only the superuser(root) to accesgrivileged
ports(numberedelov 1024).

In theory the useof network addressauthenticatiorof machinesand privileged ports
provide agoodmeansof clientandsener authenticationHowever, in practicea numberof attacks
[4] cancompromisehesecurityof boththeclientandsener. Early on, attackson routingprotocols
allowed onedevice to spoof(or actlike) anotherdevice by taking on the network addressof the
device andredirectingnetwork routes. Spoofingcanalsobe doneby returningfraudulentdatato
requestso resolhe domainnamedrom IP addressesAlso new PCoperatingsystemssuchasOS/2
andWindows, do not have a conceptof privileged ports; thusmakingit difficult to trustary user

informationsentby the machine.
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Password Based

CIFS,describedn §1.2.1 usegpassverd basedauthenticationThistypeof authentication
is alsocommonin file transferprotocolssuchas FTP and HTTPR. In its simplestform, a client
initiatesa connectionwith a sener andsendsa useridentifieranda passverd that correspondso
thatuseronthesener. The passwerd is asharedsecretbetweerthe userandtheclient.

Of courseif the passverd is sentin the clear it is exposedto a network earesdropper
To avoid exposingthe passverd it may be exchangedvia a challenge-responggpe of protocol.
In theory the challenge-responssould be usedto validatethat both the client and sener arein
possessionf thekey; but, frequently only the senerissueghechallenge.

Evenif the passwerd is not sentover the network in cleartext, it is still susceptiblego
man-in-the-middl@ndsessionakeover attacks In theman-in-the-middlettack theattacler relays
traffic betweenthe client and sener until they have finishedvalidating eachother at which point
the attacler startsmakingrequestglirectly to the sener actingasif it werethe client. In session
takeover, the attacler takes on the network identity of the client after the client hasauthenticated
itself to the sener. Both attackstake advantageof the fact thatauthenticatioris only doneat the

beginning of the session.

Kerberos

Kerberod40, 29 bypasseproblemswith network basedauthenticatiorby not trusting
the network. It is an exampleof anauthenticatiormethodthat usesa trustedthird-partyandsym-
metric encryption. The Kerberosprotocoladdstime stampsa ticket grantingsener, andanother
approacho cross-realnauthenticatiorto the NeedhanmandSchroedeauthenticatiorprotocol[38].

Therearefour entitiesin the Kerberosauthenticatiorprotocol: the client, the sener, the Authenti-
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cationSener (AS), andthe Ticket GrantingSener (TGS).

The client initiatesthe communicatiorbetweenclient and sener. A Kerberosticket is
usedby the client to authenticatatself to the sener. The ticket containsa certificateissuedby
an AS or TGS. The certificateincludesa randomsessiorkey, the identity of the client, andan
expirationtime. The certificateis encryptedwith the secretkey of the sener with whomthe client
will communicateTheclientrequestsicketsfrom anAS or a TGS usinga sharedsecretkey.

Theauthenticatiorsener hasa databasef secrekeys usedby clients,seners,andticket
grantingseners.Whenaclientwishesto establisitheidentity of theuser onwhosepartit is acting,
to a sener, the client requestghe password from the userandthenrequestsa ticket from the AS
to communicatewith the sener on behalfof the user The AS respondswith a ticket encrypted
with the secretkey of the sener andthe randomsessiorkey includedin theticket encryptedwith
the password of the user Ticketsreceved from anauthenticatiorsener arecalled Ticket Granting
Tickets(TGT) becauseahey areusedto obtainotherticketsfrom a TGS.A TGT is usedto allow
singlesign-on.Theusershouldonly have to give herpasswerd onceinsteadof everytime sheneeds
aticket. Keepingthepassverd in memoryis dangeroussinceanattacler thatobtainsthe passweord
couldimpersonatghe useruntil the passwerdis changedBYy storinga TGT theattacler couldonly
usethe TGT until expired (usuallyon the orderof eighthours).

Oncetheclient hasa TGT, it canbe usedto obtainticketsfrom a TGS to authenticate
theclientto otherseners. Whena client wishesto establisththeidentity of its userto a sener, the
client presentdhe TGT andtheidentity of the sener to the TGS. The TGS returnsa ticket to the
clientencryptedwith thesecrekey of thesenerandtherandomsessiorkey of theticket encrypted
with therandomsessiorkey in the TGT. The client presentgheticket to the sener andthenthey

exchangeciphertext encryptedwith the randomsessiorkey of theticket to mutually authenticate
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themseles.

Implementation®f KerberosuseDES, which cancauseproblemswhentrying to export
applicationswhich useKerberos Although DES keys aredifficult to break,humanseedkeys that
they canremember Keys chosenby usersare often subjectto dictionary attacks. In additionthe
infrastructurewhich Kerberosrequirescanbe difficult to setupandmaintain. The expirationtime
of theticketsrequiresynchronizedatlockswhich may be difficult to achieve with network attached
storagelf clocksgetoutof synchronizationteplaysandbrokenkeys canbeusedto attackseners.

Thesdimitationswith othershave beendetailedby Bellovin andMerritt [3].

Public Key

In 1976,Whitfield Diffie andMartin Hellmanpublishedapaper{13] thatproposegublic-
key cryptography RalphMerkle hadproposedhe first implementatiorof a public-key cryptosys-
tem two yearsearlierin a term paper[35]. A public-key cryptosystenconsistsof two keys: a
public-key anda private-ley. The private-ley is computationallydifficult to derive from the public-
key. Usersof the cryptosystendistribute their public-key keepingthe correspondingprivate key
secret. Messagesre sentto a userby encryptingthe messagevith the users public-key. The
messageanthenonly be decryptedoy the userin possessionf private-ley.

The Diffie Hellmanalgorithmis a key exchangealgorithmbasedon public-key encryp-
tion. Thealgorithmgetsits securityfrom the difficulty of calculatingdiscretdogarithmscompared
to the easeof doing exponentiation. In the key exchangethe two partieshaze a commonn and
g suchthatg is primitive with respecto n. Bothn andg may be public. The first party picks a
randomnumberz, andthe secondparty arandomnumbery. Wherez andy arethe privatekeys.

Thetwo partiesthenexchangey® andg?. Thesetwo resultsconstitutethe public keys. Both parties
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now have asharedsecret.g®™, whichthey canuseasa sharedsymmetricencryptionkey. Oneattack
thatDiffie Hellmanis subjectto is theman-in-the-middlattack.In man-in-the-middletheattacler
doesa key exchangewith eachpartyasif it werethe other Sincethereis no authenticatiorin the
algorithmneitherparty knows theidentity of the other

Authenticationcanbe donewith public-key algorithmsthroughthe useof digital signa-
tures. In thesealgorithmsthe private key is appliedto a function alongwith the messagdo be
signed. Theresultis the digital signature.A recipientof a message&anthenapply anotherfunc-
tion with the messagendthe public key andverify thatthe resultmatchegshe digital signature.
Therehave beenmary digital signaturealgorithmsdevised. ThemostpopularareDigital Signature
Algorithm (DSA) andRivestShamirandAdleman(RSA).

Digital SignatureAlgorithm is partof the Digital SignatureStandard57]. This standard
wasintroducedn 1991to provide messagauthenticatiorandintegrity. It doesnotprovide encryp-
tion. Thealgorithmhasthreepublic parametersp, a prime numbey ¢, a primefactorof p — 1, and
g = h?=1/4 mod p, whereh lessthanp—1 andh(®—1)/7 mod p > 1. Theprivatekey is z whichis
anumberlessthang. Thepublickey is y = ¢* mod p. A messagen, canbesignedby computing
r = (g* mod p) mod ¢) ands = (k= (H(m) + zr)) mod ¢. Thefunction H is a one-washhash
function(DSA requiregheuseof SecureHashAlgorithm [58]), andr ands constitutethesignature
of m. Anyonecanverify the signatureby calculatingw = s~! mod ¢, u; = (H(m) X w) mod g,
uz = (rw) mod ¢, andv = ((¢g** x y*?) mod p) mod g, thenverifying thatv = 7.

RSA[50] predatedDSA andis muchsimpler RSA alsoprovidesencryptionaswell as
authenticationThe public key consistof n = pgq, wherep andq areprime,ande thatis relatively
primeto (p — 1)(¢ — 1). Theprivatekey is de = 1 mod (p — 1)(¢ — 1). After generatingl, p and

q arediscardedandnever revealed. RSA canbe usedto sign a messagesn, by signingits hash:
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h = H(m). Thedigital signatures givenby s = h¢ mod n. Anyonecanvalidatea signatureby
computingv = s mod n andverifying thatv = h.

Oneproblemwith public-key cryptosystemss key distribution. Two partiescan mutu-
ally authenticatéahemselesonly if they know the signingkey of the otherparty Managingkeys
becomesanintractableproblemif everyones public-key mustbe distributed to every otherparty
beforecommunicatiortakesplace. This problemis addressetby the useof CertificateAuthorities
(CA). Everyoneis requiredto have the public-key of the CA. In additioneveryonemusthave their
public-key signedby the public-key of the CA. Thisis generallydoneby gettinga messagegalled
a certificate with the party’s identity andpublic-key in it signed.Whenoneparty sendsa message
to the other it signsthe messagavith its public-key andsendshe messagavith the signatureand
its certificate. The other party canverify the owner of the public-key via the certificateand the
authenticityof the messagéy usingthe public-key containedn the certificate.

Oneof the problemsof certificatebasedauthenticatiorns revoking a certificate.A certifi-
catewould needto berevokedif theprivate-key waslost, for example.Certificaterevocationis dealt
with in two ways: expiration dates,and CertificateRevocationLists (CRL). Eachcertificatecon-
tainsanexpirationdatethatlimits theamountof time thatacompromisedkey canbeused.A CRL
containsa list of certificatesghatareno longervalid. Thislist is signedby the CA anddistributed
periodically Becausexachcertificatehasanexpirationtime, thelist will not grow indefinitely

The two major dravbacksto digital signaturesare key size and speed. Both DSA and
RSArequirekeys atleast512to 1024bitsin lengthto be secure MAC andsymmetricencryption
keysin generakreconsideredtrongif they are128-bitsin length.DSA andRSA arealsoordersof
magnitudeslower thatMAC andsymmetricencryptionalgorithms.This slov down is largely be-

causeof thekey sizesinvolved andthe operationgperformed.The operationsequiredto usepublic
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key authenticatioraresubstantiahndmale it unsuitablgor usewith network attachedstorage.

MessageAuthentication Codes

Messag&uthenticationCodegMAC) provide bothmessagauthenticatiormndintegrity.
A MAC istheresultof applyingacryptographione-way functionto asecrekey andandamessage.
The MAC is thenappendedo the messagavhenthe messagés transmitted. Typically the same
secretkey is usedto verify andgeneratehe MAC. To verify, therecever simply appliesthe same
secretkey asthe senderandthe message&eceved to the function. If the resultis the sameasthe
MAC includedwith the messagethe recever is assuredhat the messagearrived intact andwas
generatedby someonén possessionf the secretkey.

EncryptionfunctionssuchasDEScanbeusedo implementone-way functions.However,
plain one-way hashfunctionssuchasMD?5 [49] or SecureHashAlgorithm (SHA) [58] canbeused
asa MAC function. The MAC function we us thatis basedon SHA andMDS5 is calledHMAC
[30, 2].

MA Csareusefulsincemessag@ntegrity is important,anda MAC providesbothmessage
integrity andauthenticationn onecalculation.HMAC, in particular avoids encryptionrestrictions
thatarepresenin mary countries.

Oneof the problemswith MACsis thatboth partiesinvolved in the communicatiormust
bein possessionf the samesecretkey, soa methodof key distribution mustbe emplosed. A key
distribution schemébasedn atrustecthird partyandsymmetricencryptionkeys, suchasKerberos,
may be employed. A public key distribution schemecanalsobe employed using public keys for
encryption notjust authentication.

A novel schemefor authenticatiorand key distribution basedon HMAC called Kryp-
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toKnight[5] couldalsobe used.In form it is muchlike Kerberos.It usesatrustedthird party and
hasticketsthatareusedto initiate communicatiorbetweeriwo parties.However, unlike Kerberos
KryptoKnight usesonly an elementaryform of encryption(in the form of a one-timepad) that
allowed|BM to getappraval for its usearoundtheworld without restriction.

Thesessiorkey is generatedby the TrustedThird Party (TTP). Eachpartywill receve the
sessiorkey encryptedwith a one-timepadthatonly the receving party andthe TTP canrecreate.
The one-timepadis generatedy the TTP by generatingg MAC for someof the communication
dataandarandomstring sentby the recever. The MAC is not sentby the TTP, but is usedasthe
one-timepad. Sinceboththe TTP andthe recever sharethe secretusedwith the MAC, both can
regeneratehe one-timepad. This allows thereciever to decryptthe sessiorkey sentby the TTP.

KryptoKnight doesnot dependon synchronizeatlocks. Insteadt usesone-timerandom
numbergnonces)o ensureghefreshnesef amessage.

The simplicity and speedof HMAC algorithms,aswell astheir immunity from restric-
tionsonencryptionmake themperfectfor usein network attachstorage Theauthenticatiorscheme
describedn chapters3 and4 makesheary useof HMA Csandmary of theconceptsisedin Kryp-

toKnight.

CFS

The Cryptographidrile System(CFS)[6] isn't actuallya file systemitself, insteadit is
avirtual file systemthat senesasan encryptionlayer betweenhe useranda shadw file system.
All thefile dataanddirectorydatais storedencryptedontheshadav file system.Theuserprovides
keysto the CFSwhichit usesto decryptfiles anddirectoriesrom the shadev file systemfor reads,

andencryptfiles anddirectoriesfor writes. Thereis a one-to-onemappingbetweerthefiles on the
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shadwv file systemandCFS.Theshadav file systemcanbeary local or network file systemonthe
machine.

Keepingthedataencryptecbntheshadev file systemallows for corvenientmanagement
of backups.The backupadministratorsareableto copy thefiles to tape,but the dataitself is not
compromisedTheconfidentialityof thefile systemis alsomaintainedf adistributedfile systemis
usedsinceCFS,in effect, providesend-to-endencryption.

Thereis somedatathatis notencryptedy CFS.File sizes,accessimes,andthestructure
of thedirectoryhierarchyareall keptin theclear Thus,CFSis vulnerableo traffic analysisattacks
from real-timenetwork datacollectionandfile systemsnapshots.In addition,the authentication
andintegrity of the datais provided, in part, by the shadev file system.Old datacanbereplayed
without detection,if the encryptionkey hasnot beenchanged. If the dataitself doesnot have

integrity checksthe ciphertext maybeableto be changedvithout detection.

1.3 Overview of the Thesis

In thefollowing chaptersve presensecurenetwork attachedstoragehatis ableto lever-
agethe benefitsof extremely distributed file systems suchas xFS, without sacrificing security
Thenext chaptempresentshe objectmodel,referredto asSCARED(SecureArray of RemotelyEn-
cryptedDevices),usedby the network attachedtoragahatwill beleveragedhroughouthisthesis.
The objectmodelallows usto avoid the bottleneckof a managemensener for metadatasuchas
block location, accesscontrol, and cachecohereng, aswell as, the compleity of a distributed
managemenrotocol.

An authenticatiorprotocolfor SCAREDwill be presentedfollowed by a cryptographic

analysisof the protocol. SCARED protectsthe datafrom unauthorizedaccesswithout resorting
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to intensve cryptographicoperations. The protocol also allows the key distribution to be done
independenbf the storagedevice, makingit possibleto integratesecuredevicesinto ary existing
securityframavork. Themainadwantagesvercapabilityprotocols suchasNASD, aretheability to
shareacceskeys, identity keys, anduserkey derivation. Identity keys areespeciallyadvantageous
becaus¢hey reducehenumberof keys managedy theclientsandremove theneedfor afile sener
to createcapabilities. The cryptographicoperationare muchfasterthanthoseusedin public key
cryptographyAnd theinfrastructureequirementsaremuchsimplierthanKerberos.

Finally, a distributedfile system Brave, built usingSCAREDdeviceswill be presented.
Brave runsat eachclient, andprovidesfile semanticgor the datastoredon the SCAREDdevices.
The fundamentabdwantageof Brave over existing file senersis thatit is senerless,soit is not

limited by the scalabilityof asinglesener. It hasthis adwvantagewithout sacrificingsecurity
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Chapter 2

The SCARED Object Model

In orderto increasethe aggrgate bandwidthand processingo network storage,it has
beenproposedo directly attachstoragedevicesto the network. This is in contrastto the more
mainstreanideaof putting the storagedevices behindnetwork file seners. Examinationof past
literaturerevealsthattheideaof clientsdirectly accessingtoragesenersis not new.

Previous file systemssuchas Zebra[22] and Swift [32] stripedthe file systemacross
multiple network storagesenersthattheclientsdirectlyaccessedZebrahadalargeblockinterface,
calledfragmentsinto whichit loggedclientrequestandSwift hadamoreobjectbasedabstraction.
The Bullet [59] file systempresentedin extremely simple objectbasedabstractiorto interfaceto
thenetwork storagesenersthatstoredimmutableobjects.More recentlyPetal[31] groupsmultiple
storagesenersinto whatis effectively alarge block device ontowhich the clientsmapadistributed
file systemfFrangipani54]. GPFS[25] andxFS[11], thesenerlessfile systemfrom Berkeley, use
theclientsin aclusterasstoragesenersto form a singledistributedblock device. NASD [17] and
Trapezg10], ontheotherhand,useanobjectabstractiorwith network attachedstorage Of course

this is only a small sampleof currentand pastwork, but it doesshav a long history of network
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attachedstorageandtheir accessnethods.

This chapteraddresseshe adwantagesof an objectinterfaceover a block interface for
network attachedstorage andit proposesan objectmodelthatis usedin our versionof network
attachedstorage. Given that mostlocal storageinterconnectssuchasIDE and SCSI, are block
based,t seemsnaturalto have a block interfaceto network storage. We refute this intuition by
presentindour areasn which anobjectinterfacehassignificantadvantagesover a block interface:
additionalsemanticsstorageallocation,caching,andauthentication.

Thenext sectiondescribesomeof theadditionalsemanticshatcanbeaddedo anetwork
storagedevice to increasehe overall efficiency of a distributedfile systemusingnetwork storage.
Section2.2 presentghe allocationproblemsof network attachedstorageandtheir solutionsusing
an objectmodel. The advantagesf objectaccesswith respecto cachingandauthenticatiorare

presentedn §2.3and§2.4. Thechaptelis summarizedn §2.5.

2.1 Object Abstraction

As mentionedn the introduction,using an objectmodelon the network storageallows
additionalsemanticsat the storagedevice. Someof the semantianformationis simply a resultof
theobjectinterface.For example,if ablockinterfaceis usedtherelationshipbetweerdisk blocksis
not easilyderived. However, in anobjectbasedmodelthe network storageknows to which objects
ablock belongsandcanoptimizeaccordingly Oneof the main optimizationsof the Bullet [59] file
systemis to storeall blocksof afile contiguously

The objectinterfaceis even moreadwantageoushanthe block interfacewhenfunctional
semanticsare addedto the objects. Thefile systemgeviewed in the introductionthat hadan ob-

ject interface supportedittle more thanthe operationsthat can be doneon normalfile; namely
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read,write, andtruncate. Thesefunctionalsemanticsareenoughfor storingfiles in objects,but if
directorydatais to bestoredin objects,moreoperationsieedto beaddedo the objectinterface.

In the following sectionswe presentthe operationsfor two objecttypes: dataobjects,
andmeta-databbjects. The dataobjectssupportoperationausuallyfound in an objectinterfaceto
supportfile objects. The meta-dataobjectshave additionalsemanticgo supportdirectories. The
commonattributes and operationsof both typesof objectswill be presentedn the next section

beforethe operationsspecificto eachobjecttype areintroduced.

2.1.1 BasicSemantics

Justasablockinterfaceto storageusesblock numberspbjectsareidentifiedby anobject
numberwhichwill bereferredto asthe objectidentifieror OID. ClientsuseOIDsto acces®bjects
just asthey would a block numberto accesdlocks. An importantdifferenceis thatthe mapping
of an OID to physicalblocksrequiresadditionalmeta-datahatthe mappingof block numbersto
physicalblocksgenerallydo notneed.Thisis becaus@bjectsarenotfixedsizeandtheblocksthey
usewill grow andshrinkovertime.

AnotherdifferencebetweerblocknumbersandOIDsis thatOIDs arecreatecanddeleted.
In our objectmodel,we do not reuseobjectOIDs. Sinceour OIDs are 128 bits we do not needto
worry aboutexhaustingour supply

Our objectabstractioralsoallows the storageto manageobjectmetadatasuchasaccess
timesandsize, aswell asallowing clientsto attachtheir own metadatao an objectsuchasac-
cesdlists. This allows the storageto moreactively participatein a distributedfile systemthereby
removing muchof theloadfrom thedistributedfile seners.

When an objectis created,the createrequestspecifieswhich type of objectto create.
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[ Info block
L_ ' ACL
[ ] Timestamps

| File data |

Figure2.1: The structureof afile object.

In this chapterwe outline two typesof objects: dataobjectsand metadataobjects. We will first

describghedataobjects whichis the simplerof thetwo, followed by the metadatabject.

2.1.2 Data Object Semantics

Dataobjectssupportthe semanticassociateavith filesin afile system.Basicallya data
objectrepresents logically contiguoussetof datablocks. The storagedevice is responsiblefor
mappingthe setof blocksinto actualphysicalblocks,which mayor maynotbecontiguous.

Figure 2.1, shawvs a representatiomf the structureof a file object. Commonto all ob-
jectsarean informationalblock, the info block, thatis accessedh its entirety by the clientsand
timestamps.If ACLs are usedto restrictaccesgo the object,an ACL will alsobe present.The
dataobjectalsohasfile dataassociatedvith it. Thisis avariablelength,logically contiguoussetof
blocks.They areaccesseflasen their offsetinto the dataobject. Blockscanbereadandwritten.
Writing pastthe endof objectcauseghe objectto grow. The objectscanalsobetruncated.Using
theseoperationsandsemanticsit is simpleto mapfile operationsontodataobjectoperations.

Later sectionswill shav the adwvantagesof the objectabstractionn termsof cacheco-
hereng, accessontrol,andblock allocations.In additionto theseadwantagesa storagedevice can
alsotake into accountherelationshipbetweerblocksthatis inherentin the dataobjectabstraction.

Many studieg[1, 43] have shawvn thatthe majority of file accessearesequential By knowing the
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etag| Itag entry datal
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etag| Itag entry datal

Figure2.2: The structureof a metadatabbject.

sequentiabrderingof physicalblocksin the object,the storagedevice cando read-aheadSince
accessearedoneusinganOID andnota physicalblock, thedisk canreoiganizephysicalblocksof
anobijectto be contiguousandmove oftenusedobjectsto the middle of the storagemediain order
to optimizeperformance.

Using the dataobjectabstractionthe load on a file sener canbe greatlyreducedby al-
lowing clientsto make dataaccessedirectly to the storagedevices. Many of the sameadwantages
gainedby moving file semanticgo the network storagecanalsobe seenby moving directory se-

manticsto the storagedevices.

2.1.3 Metadata Object Semantics

Sincethe semanticsand operationsof directoriesare so different from files, we have
the metadataobjecttype. A file systemusesfiles to storethat dataof the file system. The files
themselesareaccessedhroughdirectories. The directoriesorganizefiles into a hierarchalname
spaceandprovide locationinformationaboutthe files, or in otherwords,the dataaboutthe data—

themetadata.

Figure2.2, shavs arepresentationf the structureof a metadatabject. The structureis



32

similar to the dataobjectexceptthatinsteadof file data,a metadataobjectorganizesthe databy
entries.Thisis becauselirectorydatais organizednto directoryentriesin contrasto a contiguous
setof blocksusedto storefile data. Theseentriesareusedto mapnamedo objects justasdirectory
entriesin alocalfile systemmapanameto disk blocks. Whendefiningtheabstractiorfor metadata
objects,we wantedto ensurethe datastructuresenabledhe storageof metadatavithout dictating
its structure.For this reasorentriesconsistof alookuptag,anentrytag,andvariablelengthentry
data.Thetagsareusedto accesshe entrydata,but entry dataitself hasno meaningto thestorage.

Therearetwo indicesto the directory entries: the lookup tagsandthe entry tags. The
lookuptagis usedto optimizethelookup operationwhich is one of the mostcommonoperations
on metadateaobjects[60]. The lookup tagis setby the clients of the storagedevice and canbe
changedat ary time. The entrytaguniquelyidentifiesan entryin a metadatabjectandcannotbe
changed.lt is usedto identify the entryto be operatecon by all the metadataoperationswith the
exceptionof lookup.

Whenan entry is createdin a metadataobject, a uniqueentry tag is generatedy the
storagadevice to identify thenew entry Thistagis notonly uniqueat thetime of creation but will
never be generatedhgainfor that directory object. As in the caseof OIDs, thereis no dangerof
runningout of entrytagssincethetagsare128-bitnumbers.

The entry tag is also usedto changethe lookup tag and entry dataof an entry andto
deleteanentry Whenenumeratinghe entriesof ametadatabject,theentrytagis alsoused.Entry
enumeratioroccurswhenthe client needdo list the contentsof a directory A storagedevice will
try to putasmary of the entriesinto aresponseo arequestor enumeratiorasit can. If all of the
entriescannotffit into a singleresponsethe network storagewill indicateto the clienttheentrytag

of next entryin theenumeration.
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By usingmetadatabbjectstheload of thefile sener canbefurtherreducedjf notelimi-
natedentirely The metadatabstractiorprovidesenoughsemanticgo allow efficient accesgo the

entries,aswell asallow accesgontrolliststo limit accesdo specificmetadataoperations.

2.2 Block Allocation

Usingthe objectabstractiongrom the previous sectionwe cansimplify the management
of block allocations.Whenstoringdataon network storagedevices,caremustbetakento allocate
physicalblocks on the disk in a consistentmanner The sameblocks shouldnot be allocatedto
differentfile systemobjectsor file systemdataand metadatacould get overwritten. By usingan
objectabstractioratthe storagedevice, thephysicalblock allocationscanbe managedocally atthe
device.

Whenusingblock orientednetwork storagein a distributedfile systema distribute mes-
sagingprotocolor acentralsener mustbeusedio manageheallocationof blocksto thefile system
objects.For example,FrangipaniandGPFSusea groupmessagingrotocol,andStorageTank[7]
usesa sener to manageallocation. Using groupmessagingprotocolsimposetopologyrestrictions
onthenetwork. Not only mustall clientsbe ableto communicatevith eachother but slow clients
will affectthe fasterclients. The sener basedapproachintroducesnetwork latencieso allocation
requestsaswell asanothempoint of failure. All of theseproblemsaresolved by “centralizing” the
allocationof blocksatthe storagedevice.

As mentionedn the previous section,objectsarelogical entitiesasopposedo physical
entities.Sincethe mappingof thesdogical entitiesto physicalblocksis doneby thedevice andnot
exposedby the storagedevice, block allocationis donetransparentlyo the clients. Theallocations

canalsobe doneatomically sincethe block managemenis local. Finally the clients needonly
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communicatavith thestoragedevice to allocatestoragesinceall of themanagemeris donelocally

atthedevice.

2.3 CacheManagement

The cachemanagemenproblemis very similar to the allocationmanagemenproblem.
Clientsneedto be notifiedwhenobjectsthey have cachedchangesothey caninvalidatetheir cache.
As with allocationmanagementachemanagemermf block devicesis usuallydoneusingagroup
messagerotocol or a cachemanagemensener. Concevably, a block orientednetwork device
could directly invalidateclient cachesput a lot of informationwould needto be maintainedper
clientto beableto know whichblocksthe clientshave in their cache this mayimposealarge mem-
ory requiremenfor storagedevices. The objectabstractiorhelpsthe cachemanagemenproblem
by providing a nicelevel of granularityof cachemanagement.

It shouldbe notedthatnotall distributedfile senersinvalidateclient cachesSome,such
asNFS,usedatimerbasedapproacho invalidatetheir cache However, timer basedapproachedo
not have goodconsisteng guaranteesr goodperformanceharacteristics.

Thereis awholerangeof cacheconsisteng modelsthatcanbeimplementedntop of the
objectabstractionWe chosea consisteng modelthathasa smallprocessinggndmemoryoverhead
andstill providesacceptableconsisteng and performance.Strongerguaranteessuchasthoseof
DFS,couldalsobeimplementedf suficient memorywereavailable.

Call-backsfrom the storagedevicesare usedto invalidateclient caches.Clientsregister
interestin specificobjectson the disks and are notified of changes.Wheneaer an objectchange
hasbeencommittedto the non-wolatile storagea notificationwill be sentto interestectlients. The

specificsof thenotificationdepend®n thetype of object. Whenaclientremovesanobjectfrom its
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cachejt notifiesthe storagehatit nolongeris interestedn the object.

Sincedataobjectschangeoften,andusuallyinvolve multiple updatesthe notificationfor
dataobjectupdatesioesnot happeruntil change$iave beencommittedon the storagedevice. This
allows clientsto sendmultiple write requestgo the storagedevice beforeactuallycommittingthe
changego non-\olatile storage.lt alsoavoids having to sendcacheinvalidationnoticeseachtime
awrite requesis receved. Theinvalidationnotificationwill tell the client exactly which partshave
changedsoonly thosepagesn the cachecanbeinvalidated.

Changego metadatabjectshappemmuchlessoftenthanchangeso dataobjectsin gen-
eral[60]. Sowhenachangehappensnotificationsaresentimmediatelyto interestectlients. These
notificationswill includethe entrytagsof the entriesthathave changed.

In additionto cacheinvalidation notifications,a versionnumberis kept by the storage
device for eachobjectaswell aseachdirectory The versionnumberis incrementedeachtime
the objector an entry changes.This allows, for example,clientsto revalidatetheir cacheson a
reboot.It alsoallows for conditionalupdatesof objectsandentriesby allowing theclientto request
an updateonly if the versionof the entry or objectis the onethe client expects. Sincewe do not
have a locking mechanisnat the network storagedevice, theseconditionalupdateshelp to avoid
consisteng problemswhensimultaneousipdatedappen.

By usinganobjectabstractionye areableto provide alooseconsisteng protocolsimilar
to AFSwith goodperformanceharacteristicayhile avoiding theoverheadf groupmessagingro-
tocolsor anothersener. Thelow overheadof the protocolreducegshe memoryandcomputational

requirement®f the storagedevice.
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2.4 AccesControl

Justasthe objectabstractiorallowed usto take into accountthe differentobjecttypesto
improve the cachemanagementye canusethe objectabstractiorto controlthe kinds of accesgo
the blockson the storagedevice basedon their objecttypes. Accesscontrolis oneareawherethe
advantagesf the objectaccessver block accesds very clear Currently block orientedaccess
devicesallow only coursegranularityof accessontrol of the network storage.Usually clientsare
grantedreador write accesso whole partitions.This coursegrainedaccessontrolis not sufficient
whenusedin a file system. Accessneedsto be grantedto blocks basedon the objectto which
the blocks belongandthe kinds of operationsthat can be performedon the object. The object
abstractiorallows usto do exactly that.

To controlaccesgo storagethe device mustbe ableto eitherknow whatthe client can
do, or know on whosebehalfthe client is acting. Capabilitiesare usedto convey to the network
storagewhatthe clientcando. If the storagedevice is ableto identify the client, anaccesdist for
therequesteabjectis checledto grantaccesgo theobject. The network storagene have designed
usesbothof theseaccessnethods.

Capabilitiesare lists of accesgights encodedin a block of bytes. The accessrights
cryptographicallyderived in sucha way thatthe storageis ableto validatetheir authenticity The
encodingallows thedevice to know thepermittedoperationsandthetamgetsof thoseoperationsFor
example,a client may possesshe capabilitythatallows it readaccesgo anobject. Whena client
presentsa storagedevice the capability the device can validatethe capability cryptographically
andthe checkthat the requestedperationis permittedby the capability Capabilitieshave the
advantagethatthe storagedoesnot have to know theidentity of the client, sothe decisionto permit

the operations madequickly basedsolely onthe capability
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Oneof thedifficultieswith usingcapabilitiess distributing the capabilitiesto the clients.
Becauseapabilitiesallow suchfine grainedaccesgo objectson thedevice, therearealot of them
that canbe generatecandwill needto be distributed. The otherdifficulty is revoking or “taking
back” capabilitiesthata client possessesSincea capabilityis just a block of bytes,the client can
make asmary copiesasit wants,andthe administratorevoking accessannotbe surethe client
hasnotkeptacopy of thekey.

Usuallya capabilityneedgso be revoked becauséhe client lost accesgo anobject. This
kind of revocationcanbe avoidedaltogetheiby usedaccessontrollists (ACLs). Whenan object
hasan accessontrol list, a client can be deniedaccesdy remaoving his identifier from the list.
For this reasoni,it is often more corvenientto use ACLs and identifiersinsteadof capabilities.
Identifierscan also be advantageoudo the clients sincethey reducethe numberof keys a client
needgo manage.Thereasorfor thereductionis thatinsteadof requiringa capabilitykey for each
objecton adevice thata clientcanaccessit only needsasinglekey to identify itself to the device.

Whenidentifiersare used the storagedevice mustmaintainan accessontrollist (ACL)
for eachobjecton thedevice. The ACL constitutesadditionalmetadatahatthe device musttrack
for eachof its objects.The objectabstractionreadily supportsACLs sincethe granularityof access
is atthe objectlevel. Justaseachobjecton thedisk is protectedoy anaccessontrollist, the disk
itself is also protectedby an accesscontrol list. The disk’s accesscontrol list controlswho can
createobjectson thedisk andwho canchangehedisk’s accessontrollist.

By usingcapabilitiesandidentifierswith accessontrollists, we canprovide accesson-
trol for all the objectsmanagedy the storagedevice. The ability to do this level of accessontrol
would bedifficult if ablock senerwereusedwhich explainswhy currentdistributedblock seners

do notdofine grainedaccesgontrol.
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2.5 Summary

The SCARED object modelis “as simple as possible,but not simpler”. It allows the
clientssimpleabstractionso modelboth dataandmetadatafile systemobjects.It alsoeliminates
theneedfor clientto clientdistributedmessagingrotocolsor additionalsenersby centralizingthe
managementf objectallocation,accessandcachingatthe storagedevice.

The objectallocationsallow for efficient allocationof blocksat the disk without clients
having to coordinatetheir activities. Futureoptimizations suchasblock placemenbasednaccess
patternscanbe doneat thedisk transparentlyo theclient.

Not only doesthe objectabstractionhelp with the allocationof blocks, it alsoenables
themto be efficiently cachedat the client. The cachingpolicy we have presentedllows clientsto
have cacheconsisteng with very little overheadatthe storagedevice. The smalloverheadproperty
is a very importantone sincemary of the network attachedstoragedeviceswill have extremely
limited resourcesvhencomparedo conventionalfile seners.

Not only do objectshelpwith cachingandallocation,but they alsohelp protectaccesso
the datastoredon the network. Sinceclientscanaccesghe network storagedirectly, the storage
devices must be able to restrictaccesgo their data. The next chapterwill build on the object

abstractiorpresentedhn this chapterto provide strongaccesgrotectiongo thedataon the device.
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Chapter 3

Deriving Keysfor Authentication

From a security perspectie, the big differencebetweena host attachedstoragedevice
anda network attachedstoragedevice is thatthe former knows exactly from which hostrequests
are coming. Requestgo a network attachedstoragedevice can originatefrom ary nodeon the
network. In somecasesthenetwork andhostson the network areconsideredrusted,in which case
the network providesinformationaboutthe identity of the requesterbut in generalnetworks are
considerediuntrusted The mostcommonnetworking protocol, TCP/IR is vulnerableto a variety of
attacksthatillustratethe easeof fakingtheidentity of nodeson anIP network [4].

Thetwo mostcommonwaysof overcomingtheidentity problemaresymmetrickey based
authenticatiorschemes&ndpublic key basedauthenticatiorschemesBoth of theseschemesisea
trustedthird partyto give out ticketsor certificateso clientson the network to helpidentify them-
selesto otherclients. Symmetrickey basedauthenticatiorschemesiusually requirea ticket for
eachpair of clientsthatarecommunicatingwhereaspublic key basedschemesequireonly one
certificateperclient. Thebig disadwantageof publickey cryptographyis the computationallyinten-

sive operationghat areinvolved. Both of theseschemesrewidely usedin the form of Kerberos
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[40] andSecureSoclet Layer(SSL)[12].

While Kerberosand SSL could be usedto fulfill the securityneedsof network attached
storagetherearea few requirementghat malke it necessaryo find a betterapproacho security
First, Kerberoshasa large infrastructureassociatedvith it. This implies that choosingKerberos
would force the network storageto only be deplgyedin a Kerberoservironment. Thelarge infras-
tructurealsoincreaseshe administratie costsfor eachstoragedevice. SSLalsohasanassociated
infrastructure albeitsimpler thatwould alsorequirethe device to only bedeplo/edin an SSLen-
vironment. In addition, the processingequirementsnale it unfit for low end network attached
storage.Finally, both schemesequireencryptionin the device which meansthey areexport con-
trolled [55].

We have solved the problemby using one authenticatiorschemebetweenclients and
network storageandanotherbetweenthe clientsthemseles. To overcomesomeof the problems
mentionedabove, we have devised an authenticatiorschemebasedon key derivation usingone
way hashes.Thesekeys have identitiesand capabilitiesassociatedvith them. The keys canbe
exchangedamongtheclientsusingwhatever existing protocolsarein place,e.g. SSLandKerberos.

Thekey deriation, its associateghrotocol,andthe objectmoduleexplainedin the previ-
ouschapterrecollectively referredto asSCARED(SecureArray of RemotelyEncryptedDevices).
The next sectionexplainsthe ervironmentin which SCARED is used. Section3.2 explainsthe
methodof key derivation. Theway capabilitiesandidentitiesareassociatedvith the derived keys
is explainedin §3.3. Accessrevocationis discussedn §3.4. A securityanalysisof the deriationis

donein §3.5,and§3.6 summarizeshis chapter
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Figure3.1: Theadministratarthe storagedevice, andtheclientarethethreerolesin SCARED.The
key derivationschemaallows the administratotto generatecceskeys for the clients.

3.1 Distributed SCARED Environment

In the SCARED ervironmenttherearethreeroles: the client, the administratarandthe
storagedevice. The administratoris the owner of the storagedevice. Shecontrolsaccesdo the
device. The clientsusethe storagedevice to storetheir data. SCARED's purposeis to enablethe
administratorto grantaccesdo the network storage,andallow clientswith accesdo sharetheir
accessightswith otherclients.

Initially, theadministratois the only onethatcanaccess network storagedevice. When
anadministratorattacheshestoragalevice to thenetwork it will sharea secrekey with thedevice,
whichallows it to administeithedevice. Theadministratouseghis key to derive otherkeys for use
by theclients. Clientsusethe derived keys to accesthe storagedevices.

Figure3.1lillustratesconceptuallythe threerolesin the SCARED ervironment. Initially,
theadministratowill sharea secret,K; with the storagedevice. The administratomwill useK, to

derive new keys. In this example,a new key K, is derived and passedria a securechannelto a



42

client. TheclientcanthenuseKj, to accesshe network storageover anuntrustechetwork.

An importantfeatureof the SCARED protocolis thatthe administratordoesnot needto
beonlinewith thedisk whengeneratingsecretdor the clients. Not only doesthis relaxthe network
topologyrequirementsbut it alsoallows the administratorto give new secretdo the clientsusing
off-line methodssuchase-mail.

TheSCAREDcommunicatiorprotocolrelieson sharedkeysto authenticataccesso the
devices. Not only mustthesekeys be secretbut they mustalsocarry informationaboutthe client
in possessionf the key, sothatthe storagedevice cancheckaccessThe next sectionexplainsthe
methodof key dervation that SCARED uses,and §3.3 explainshow the informationusedin key

derwationis usedto hold informationaboutthe key.

3.2 KeyDistribution Without Key Exchange

We wantedto keepthe device from having to do key managemenor be involved with
distributing keysto clients,sothe storagedevice itself knows only aboutonekey: thediskkey. This
key is sharedby the storageadministratorandthe storagedevice. It is the key uponwhich all other
keys arebasedandis usedto bootstrapthe securityof the disk. We assumehatthe administrator
recevesthedisk key with thestoragedevice. Thismaybein theform of asmartcard,disk, or paper
thatcomeswith thedevice. Anothermethodwhichis usedby NASD, is to allow theadministrator
to generateandsendthedisk key to thedisk whenit is first connectedo the network.

From this initial disk key we derive new secretsusinga keyed one-way hashfunction,
H (D, K). Thecryptographigropertief this functionwill beanalyzedn §3.5,but for now three
importantpropertiesshouldbe noted. First, if K is secret,thanthe resultof the functionis also

secretAlso, it is computationallydifficult for anattacler to find K given H(D, K) andD. Finally,
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it is computationallydifficult to find anotherD’ and K’ suchthat K’ = H(D',K) if K is not
known. Fromananalyticpointof view, we assumehat H(D, K) is apseudo-randorfunction[19]
whereD is theagumentof thefunctionand K is thekey.

Usingthe keyed one-way hashfunction,anadministratorcanderive new keys for clients
by hashingdata,representingheattributesof the new key, usingthedisk key asthekey to thehash
function. If aclient presentshe datausedto generatahekey to the storagedevice, the device can
regeneratahe secretsinceit is in possessionf thedisk key. Clientscanalsogeneratanewn secrets
by hashingnew key datausinga key in their possessionThesenew keys canthenbe regenerated
by thedisk givenall of the dataassociatedavith the keys from which they werederived.

In orderfor keys to be meaningfulto the storagedevice, they needto have somedata
associatedvith themto corvey identity and capability alongwith otherdataassociatedvith the
key. Thehashfunctionbindsthe dataassociateavith a key, referredto asthe public key data,to the
key itself.

Thepublickey dataallows thestorageadeviceto derive notonly thekey theclientis using,
but alsoto checkthe accesghe client hasto the device. Becausédhe key is derived usinga one-
way hashandthe key data,whenakey is usedby a client, the client mustalsosendthe key data
associatedvith the key. The binding betweerthe key andkey dataallows the administratotto put
informationin the key datathatthe storagedevice usesto grantaccesdo theclient. By includinga

expirationdateaspartof thekey data,theadministratoiis alsoableto limit thelifetime of thekey.

3.3 KeyTypes

The authenticatiomeedsof a client andstoragedevice differ, sothe keys they usealso

differ. Theclientneeddo verify theresponsesecevedfrom a storagedevice actuallycamefrom a
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givendevice. Thedevice needdo verify thatthe clienthasthe authorityto make arequestWhena
key is usedby a clientto sendarequesto the storagedevice, we referto the key asanacceskey.
A key usedto verify the origin of aresponseis referredto asaresponséey.

Anotherway of classifyingkeys is by thetype of public dataassociatedvith them.If the
dataassociatedavith a key hasto do with thetype of operationghatcanbe doneusingthe key and
thetamgetsof the operationsthekey is referredto asa capabilitykey. If thedatahasto do with the
identity of the possessaoor groupmembershipthe key is referredto asanidentity key.

Both capabilityandidentity keys canbe usedasaccesskeys. If the objectshave access
lists associatedvith them, the device will useidentity keys to checkaccess. If accesdists are
not used,the device mustcheckaccesaisingcapabilitykeys. Accesslists imply fewer keys to be
managedt the clients, but more meta-datdao be managedt the devices. Capabilitykeys require
very little meta-datdo be managedtthe devices,but morekeysto bemanagedy theclients.

Sincetheclientsareonly interestedn authenticatinghe device thatgenerate@response,
responseeys arealwaysidentity keys. A clientrecevesarespons&ey generatedpecificallyfor

thatclient by theadministratoito authenticateesponsefrom a specificdevice.

3.3.1 Generating Capability Keys

A capabilitykey allows a specificoperatiornto be performedon astoragedevice. Thetype
of operationpermittedandthe detailsof that operationare governedby the datausedto generate
thekey.

Thekey givento theclientis generatedby hashinghedisk key with thekey data. There-
sult of the hashis the capabilitykey. The capabilitykey andthedatacorrespondingo the capability

key aregivento theclient. Notethatthe capabilitykey mustbekeptsecresoasecurechannemust
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Figure3.2: Theadministratosharesikey, K, with the storagedevice whichis usedto generatdeys
to begivento theclients. In this examplethe messagemustbe exchangedver securechannels.

beusedto sendthekey to theclient.

A capabilitykey maybeusedto generateanothercapabilitykey thatis arestrictedsubset
of the capabilitiesof the first key. This canbe doneby anyonein possessiowf a capability key,
not just the administratar which makesit convenientfor highly distributed file systems. When
distributing the new capabilitykey, thenew key-datacorrespondingo thenew key includesthedata
usedto computethe new key andthe key-datafrom the original capabilitykey.

Forexample,in Figure3.2,if theadministratomwishesto grantBob the ability to readand
write object232 on the storagedevice, the administratowould generatek; with the READ and
WRITE attributesin data; alongwith object232. Bob couldthengrantBrendathe ability to read
object232 by only includingthe READ attribute andobject232in datas. Brendacould generate
anothercapabilitykey to readobject232, but could not generatea capabilitykey to write to object

232,sincethe WRITE attribute is notamongthe capabilitiesof the key thatBrendapossesses.

3.3.2 Generating Identity Keys

Identity keys allow a recever to checkthe identity of the senderby including aniden-

tification string as part of the key data. As wasdonewith the capability keys, identity keys are
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generatedby hashingheidentificationstringaspartof the key dataandthe disk key. Theresulting
identity key, andthe correspondindcey data,aregivenvia asecurechannelo theclient.

As with capabilitykeys, identity keys canbeusedto generatatheridentity keys. Whena
new identity key is generatedrom anotherthe entity in possessioonf the original key is vouching
for theidentity of the entity for whomthekey is generatedThis allows a non-administratie user
to createa new identity key to allow accesgo objectsthe usercanalreadyaccess.

For example,in Figure 3.2 if the administratorwishesto identify Bob to the storage
device, theadministratomwould includea stringidentifying Bob in data;. Bob couldthencreatea
new key identifying Brendato the disk by includinga stringidentifying Brendain data,. It should
be pointedout thatthe storagedevice would only recognizeK> asvalid if Bob wereauthorizedo
identify otherusersor Brendais only accessin@bjectsthatBob canaccess.

Whenidentity keys areused the storagedevice mustmaintainadditionalmetadataatthe
objectsto be ableto checkthe operationghat a givenidentity is allowed to perform. This extra
metadatais not neededvhenusingcapabilitykeys, sincethe key dataspecifieghe operationghe

clientis allowedto perform.

3.3.3 Combining Keys

Figure3.3illustratesaninterestinguseof derving a capabilitykey from anidentity key.
In this example,the useris in possessionf anidentity key andwould like to print afile. Theuser
cangeneraten capabilitykey, K; , andsendit to the printer Becauseof the capabilitiesusedto
derive K; , theprintercanonly accesshe object123 if Bob hasaccessgo thatobject. Therestof
the objectsto which Bob hasaccessemaininaccessiblao the printer

Whenthediskrecevesthereadrequestit will seethatK; , is beingusedandwill receve
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Figure3.3: Mixing identity andcapabilitykeys to enableprinteraccesdo a dataobject.

thekey datacorrespondingo thatkey. Becausehefirst partof thekey dataconsistof anidentity; it

will checkthe ACL of 123 to insurethatBob canreadtheobject.|If hedoeshave accessthedevice
will thencheckthatthe capabilitiespresenin the secondpart of the key allow the readoperation
on123.

Mixing capabilityandidentitiesprove to be very usefulwhenallowing proxy operations
with anothedevice thatdoesnothave anidentity associateavith it. Otherexamplesarebackupand
archive servicesthird party datamining andprocessingandthird partytransfers A key enablerof
theseapplicationds the ability for non-administratorto derive capabilitykeys usingkeys in their

possession.
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3.4 Revocation

With all thesekeys beinggeneratedit is importantto be ableto disableor revoke a key
if it is compromised.Obviously, the bestway to dealwith the problemof key revocationis to
make the keys secure.Smartcardsandtamperresistantchipsare someof the waysof makingthe
keys “secure”. However, the smartcardsthemselescanbelost, which would againnecessitatéhe
revocationof thekeysin thecards.

SCAREDIimplementsthreewaysof revoking keys. First, keys have a limited life time.
Secondyalid keys arecontrolledatthetarget. Third, all keys canberevokedfor the storagedevice
by changingthedisk key.

Only acceskey revocationneedgo be doneatthe storagedevice sinceresponsdeys do
not needto be revoked. Responsdeys are usedby the client to authenticategesponse$rom the
disk, sotheclient simply stopsusinga key thathasbeenrevoked. Theresponséey doesnot have
ary accesgights associatedvith it, so an attacler would not be ableto gain accesdo a storage
device usinga revoked responseey. No client would recognizeresponsesisingthe revoked key,

soanattackagainsta clientwith arevokedkey would alsobeuseless.

3.4.1 KeyExpiration

Whenanadministratolgivesakey to aclient, theadministratorcanincludeanexpiration
time in the key dataof the key. Giventhatakey canonly be usedat onetarget, the expirationtime
is relatve to the timer on thattarget. By usingrelative time, the needfor synchronizedclocksis
removed. The expirationtime will limit thelifetime of thekey.

If anattacleris ableto compromisekey, thekey would only beusefuluntil theexpiration

time. If theexpirationtime is keptshort,theattacler will only have a smallwindow of opportunity
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to exploit thekey. Theability to expire akey is alsousefulwhenusingrevocationlists because¢hey

keepthelist from growing without bounds Whenakey is expired,it canberemaovedfrom thelist.

3.4.2 Capability KeyRevocation

To aidein capabilitykey revocation,we associatsaltto acapabilitykey. Saltisanumbey
muchlike a nonce thatwill never be changedo avalueit hashadpreviously. It is not considered
secretandit is storedwith every objector meta-datantry Whena capabilitykey is generatedor
anobjector entry the saltof the objector entry mustbeincludedin the key data. Whenthekey is
usedthesaltin thekey datamustmatchthesaltin the objector entrybeingoperatedn.

Capabilitykeys for anobjector entry canberevoked by changingthe saltatthe objector
entry Whenthe saltis changedall of the keys thatincludedthe saltwill beinvalidated,sincethe

saltin thekeys will bedifferentfrom the new salt.

3.4.3 Identity KeyRevocation

Identity key revocationcanactuallybe donein two ways. Thefirst usesrevocationlists
for unexpiredandinvalid identities. Thesecondnethodis asimplerrevocationschemedhatrequires
the storagedevice to know a priori theidentity of clientswith whichit will be communicating.

Whenkey expirationinformationis presentn thekey data,only keysthathavent expired
needto berevoked. If it is assumedanostkeys thatarenot expired arevalid, thenan efficient way
of revoking keys is to give alist of key revocationsto the storagedevice. Basedon the previous
assumptiontherevocationlist shouldbe shortsotheidentitiespresenin requestso thedisk could
be checled againsthelist beforeacceptinghemasvalid. Oncearevokedkey is expired, it would

be removed from the revocationlist to keepit from growing without bound. In theory revocation
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lists could be usedwith capabilitykeys. However, giventhatthe numberof capabilitykeys will be
ontheorderof thenumberof objectson a SCAREDdevice, thelist couldgrow extremelylarge.
Thesecondwvay of doingidentity basedauthenticatioris to includea counterin theiden-
tity key calculation.Thecounteris thenstoredin atableonthestoragedevice indexed by theclient
id. Whena client makesa requestthe device verifiesthat the counterin the tableis lessthanor
equalto the counterincludedin the key dataof therequest.If the counterin thetableis lessthan
the counterin thekey data,the counterin thetableis setequalto the key datacounter To revoke a
key, anewn key needdo be generatedvith a nev counter Whenthenew key is used the tablewill

beupdatedandthe old keys will becomanvalid.

3.5 Security Analysis

The previous sectionshave presentedh way of derving new secretsbasedon an initial
mastersecretsharedy the storagedevice andthe administratar The new secretsaresharedoy the
storagedevice by exchangingonly public informationaboutthe secretandnot the secretitself. In
addition,the methodof deriationallows datato be boundto thenewx dervedsecret.In this section
we seekto prove thatonly authorizedpartiescanderive new secretsandthatthe datathatis bound
to thenew secretxannotbe changedn away thatis undetectabléy the storagedevice.

To begin ouranalysiswe mustfirst moreformally definethekeyedone-way hashfunction
introducedn §3.2. The cryptographiaconceptaisedin this chapterandthe next aremoreformally
analyzedn [20, 33.

Pseudo-randonfunctions are the basisof our key derivation. Informally, a pseudo-
randomfunction cannotbe distinguishedirom a randomfunction by a party the adwersary that

doesnot possesshe secretusedto computethe function. As the secretusedin the function de-
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creasesn size,it is morelikely thatthe adwersaryis abledistinguishthe function from a random
function.

To definepseudo-randorfunctionsmoreformally, we musttalk in termsof probabilities
and probabilisticpolynomialtime machines.Appendix B formally definespseudo-randonfunc-
tions. An integral part of the pseudo-randorfunctionis the key, which we referto asthe secret,
thatdetermineshe outputof a pseudo-randorfunctionfor agiveninput. Thesizeof thesecretthe
securityparameter of the functiondetermineghe probability of successfullyappearingandomto

the obserer. Thefollowing factfollows directly from the definition.

Fact 1. A pseudo-andomfunction,prf, hasthe propertythat
VG Ve > 03n.Yn > n.Vz ProbG(z) = prfg(z)] < n™°
whele the probability spaceis over choiceof S andinternal coinflips of G, andwhee G

is a probabilistic polynomialtime madiing andn = |S| is the securityparameter

Using this fact, we cannow definethe derivation function that we usedto derive new

sharedsecrets.

Definition 1. WedefineH g (P) = prfx (P) whee K isasecetand P is publicandprf is a pseudo-
randomfunction. A pseudo-andomfunctioncannotbedistinguishedroma randomfunctionby an

advesarynotin possessioof K in polynomialtimewith non-ngligible probability.

We donotrestricttheadversary specifically theadversarycanseepast(P, H (P)) pairs
andmayobtainother(P, Hy (P)) pairsfrom otherclientsor administratorsn possessioof K.

As a preconditionboth the disk administratorandthe storagedevice sharea secretK,.
Thediskadministratomustbeableto generat@mewn secretshataresharednly by theadministrator

and the storagedevice without using a key exchangeprotocol. We will first shav that the key
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derivation methodallows the administratorto createnew secretdor clientsandbind capabilitiesto
thosesecretsThenwewill shav thattheclientsthemselescancreatenew secretsvith capabilities
boundto them. Thereis oneclaim which follows directly from the definition of H g (P) whichwe

will now state.

Claim 1. K, = Hg(P,) for agivenP, cannotbecomputedn polynomialtimewith non-ngligible
probability by an advesary who doesnot posses€. Further, theadvesary wouldnot be ableto

distinguishbetweera randomK, and K, = Hg (F,).

Proof: While this claim follows directly from the definition of the pseudo-randorfunc-
tion, it is interestingto notethe following contradiction.Let usassumehatgiven P, theadwersary
cancomputeK, without K with non-ngligible probability And adwersarywould beableto distin-
guish H from arandomfunction with non-ngligible probability by generatinga K, for a P, and
checkingif H outputsK,. SinceH is pseudo-randornthe adwersarycannotgeneratei, or even
distinguishfrom arandomk,. O

It is not enoughthat the adwersarycannotgeneratek, sinceit might be ableto derive
a few bits or a relation on someof the bits. For this reasonwe also neededto claim also that
the adwersarycould not even distinguishthe new key from a randomkey. This meansthat even
individual bits or relationsamoungpits cannotbe discoreredby the adversary

Therearetwo waysto view therelationshigbetweenk, andP,. First,becausef theway
K, is derved, K, authenticated’, to someonen possessiowf K. Thisis how the construction
is usedin MACs. We have choserto view therelationshipas P, describingK,. As will be shavn
in thefollowing theoremsif K, is usedasa secreto access storagadevice, thedervationof K,
allows the administratorto describek, using P,. We capturedescribethis relationby sayingthat

P, is associateavith K.
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Definition 2. We say P, is associatedwith K, if K, cannotbe usedwithout P, and P, describes

the capabilitiesof K.

Thetechniquesisedin §3.3dependon P, beingassociateavith K,. It is becaus®f this
associatiorthatwe canencodeattributesdescribingK, in P,. Thefollowing theoremdescribeshe

association.

Theorem 1. If aclientpresentsK, = Hg,(P,) to a SCAREDdevicethathas K4, the device will
beableto reproduceK, andverify with overwhelmingorobability thattheadministator associated

P, with K.

Proof: BecauseH is awell know function, P, is public, andthe device is in possession
of K4, thedevice cancalculateK, by applyingH to P, and K;. Claim 1 saysthatonly someone
in possessionf K; couldcomputeK, for P,. Sinceonly theadministratoanddisk shareK;, K,
musthave beengeneratedy the administratousing K. (Note, we areassuminghatclientsand
administratorgiont let their secretdoe compromised.)The administratorencodeghe capabilities
of K, in P,. Sinceonly the administratorcould have generatedhe pair (K,, P,), P, mustbe
associateavith K. O

This theoremallows the disk administratorto createcapability keys or identity keys by
includingthemin the public data.Otherattributesincluding expirationtimescanbeincludedin the
public data. Sincethe administratorcreateshe public data,it canbe usedto corvey information
aboutthekey to thedevice.

Using theoreml we have proven that the disk administratorcanderive keys for clients
andbind capabilitiesto thosekeys. To allow a greaterdegreeof delegation of accessve needto

prove thatclientscanderie keys for otherclientsusingkeys they possess.
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Theorem 2. If aclientisin possessioonf K, which is a secetthatcanbederivedbythe SCARED
device and P,, which is the public data associatedvith K, the client can geneate a new secet
K, = Hg, (PB), whee P, is somepublic data, sud that the SCAREDdevice can reproduce K,

andverify with overwhelmingprobability that P, and P, are associatedvith K.

Proof. Becausdhe device canderve K, from P,, the device canapply P, and K, to
H to derve Kj. Justasin theoreml since H is a pseudo-randonfunction, K musthave been
producedusing P, and K, thus P, is associateavith K, by aclientin possessionf K. O

Usingthis theoremary clientin possessionf a key canderive keys to be usedby other
clients. By binding new public datacreatedby thefirst clientto the key, thefirst client canrestrict
whatthe seconctlienthasaccesdo. Sincethefirst client’s key alsohaspublic dataassociatedvith
it, the device canverify thatthe secondclient cannotusethe key for somethinghatthefirst client
did not allow. The public dataof thefirst client’s key is alsoboundto the key generatedor the
secondclient, sothe device canverify thatthefirst client did not delegatemoreaccesghanit had
to deleggate.

Using Theorem2 we cannow generalizelheoreml to applyto derived keys.

Theorem 3. If a clientpresentsK;, = Hg, (P,) to a SCAREDdevicethat has K4, the device will
beableto reproduceK; andverify with overwhelmingprobability that P, wasassociatedvith K

by a party whoseaccesss describedoy P,.

Proof: We prove this theoremby inductionon the numberof derivationsfrom theinitial
key receved from the administratar The basecaseis a key K, hasbeenderived from K, by the
administratar

Induction Base: K, receved from administrator.
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By Theorem2, the SCAREDdevice canreproduceK;, andverify that P, and P, is asso-
ciatedwith K;. By Claim 1, K, canonly be producedby the partyin possessionf K,. Theorem
1 andDefinition 2 saysthat P, describeghe accesof the partythat possessek,. Therefore,P,
wasassociatedvith K by a partywhoseaccesss describedy P,.

Induction Step: Assumetrue for derivations of depth lessthan or equalton — 1. K,
hasa depth of n.

The proof for the inductionstepis the sameasthe inductionbaseexceptthatinsteadof
using Theoreml we usethe inductionhypothesis.Since K, hasa derivation of depthn — 1, the
inductionhypothesishavsthat P, is associateavith K. O

Theoreml shaws thatthe administratorcancreatea secreffor a clientthatit shareswith
the storagedevice and at the sametime associatedatawith that secretfor usewith the storage
device. With Theorem3 we have generalizedrheoreml to includekeys derived by clients. These
two theoremsallow usto encodeaccessnformationaboutthe clientsin the keys they use,sothat
thedevice maygrantaccesdasednthisinformation.We will usethesetheoremsmorein the next

chapter

3.6 Summary

As network storagebecomesmore penasive the importanceof authenticatiorwill be-
comeevenmoreevident. The currentpublic key andsymmetrickey methodsof providing authen-
ticationinformationto network senersrequirestoo muchoverheadandinfrastructurefor usewith
network attachedtorage . Thekey derivation schemepresentedn this chapteroffersaway of pro-
viding strongauthenticationnformationto network attachedstoragewithoutalot of infrastructure

or computationaintensve operations.
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The SCARED protocolusesthe key derivation schemeo cornvey informationaboutthe
clients, aswell assetup sharedsecretsfor useby the SCARED wire protocol. The next chap-
ter presentgshe SCAREDwire protocolthatwill build onthe conceptsntroducedin this chapter
Togetherthe derivation schemeandthe wire protocolwill be usedasthe foundationfor anauthen-

ticatedsenerlessdistributedfile system.
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Chapter 4

An Authenticated Messageprotocol for

SCARED

Whenfiles areaccessetby network clients,the requestsnustbe authenticatedndper
missionschecled beforethe accesss allowed. Thefile senersgenerallydo this kind of checking.
However, if clientsareallowedto directly accesshedisks,thedisksmustalsobe ableto verify the
authorityof theclient’s accesdo thedata.

Theauthenticatiorprotocolspresentedn the next sectionsusethe objectabstractiorand
key derivation schemeof the previous chapterdo implementauthenticatiorprotocolsthat do not
requireencryptionandsynchronizedlocks,while allowing for delegationof authorityandshared
keys thatarenecessaryor building a senerlessfile system.

The SeCureAuthenticationfor RemotelyEncryptedDevices(SCARED)protocolswere
developedat IBM researctor usein network attachedstorage.One of the main designrequire-
mentswas minimizing the managemenbverheadof the storagedevices. File senersrequirea

substantialinvestmentin managementesources.By pulling the storageout of the seners and
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network attachingthem,the numberof managecetwork devicesincreaseslIf the administratie
requiremenincreasegproportionallyto the numberof devices,the systemwould quickly become
unmanageablél he managemenf network attachedstoragds furthercomplicateddueto thelack
of amanagementonsolewith akeyboardanddisplay Forthesereasonsve pushtheadministratie
overheadout to the clients,wherethe administrationof the storagedevice canbe donealongwith
thenormalconfigurationof the clientto usethe network storage.

Storageadevicesaredeploedin ervironmentswith awide variety of existing authentica-
tion systemssuchasKerberosand public key basedsystemsso we did not wantto assumeoo
muchabouttheernvironmentin whichthedevicesaredeplg/ed. Theauthenticatioroperationsione
atthe storagedevice aresimple,andallow the device to be obliviousto the securityernvironmentin
whichit exists. Sincekeys usedto interactwith the storagedevicesaregeneratedndexchangedy
usersand administratorsvithout having to communicatewith the storage the key exchangesan
take placewithin the existing systems.

SCARED addresseauthentication We believe the confidentialityrequirement®f stor
agedevicesis bestsolved by encryptinganddecryptingat the clients. Encryptingdatais expensve
in termsof processingverheadandintroducesateng. By doing the encryptionand decryption
at the client, the datais encryptedover the network and on the storagemediaitself, without ary
overheadatthesener. SCAREDdoesnot precluddink level encryption.Section4.4 presentiow
encryptionkeys canbe negotiatedfor usein link level encryption.

Chapter3 introducedthe threerolesin SCARED:the client, the administratgrandthe
storagedevice. Thestoragedevice sharesa key with the administratar The administratorusesthis
key to generatetherkeys for useby theclients. Clientsusethe derived keys to accesghe storage

devices.
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An importantfeatureof the SCARED protocolis thatthe administratordoesnot needto
beonlinewith the diskwhengeneratingsecretgor theclients.Not only doesthis relaxthe network
topologyrequirementsbut it alsoallows the administratorto give new secretdo the clientsusing
off-line methodssuchaselectronicmail.

SCAREDaddressethreeaspect®f security:identity/capabilityintegrity, andfreshness.
Whenamessagés receved, therecipientneedgso validatewho the messagevassentby or atleast
thatthesendewasauthorizedo sendthe messageNext, therecever needgo validatetheintegrity
of themessagegr in otherwords,thatthe messagevasnot changedn transit. It would seemthat
beingableto validatethe sendemwould imply thattherecipientis alsoableto validatethe message
wasthe messagesentby thatsenderbut in practicethisintegrity guaranteés notalwaysavailable.
SCAREDenableghe network storageto validateboth the identity of the senderandthe message
thatwassentby the senderFinally, therecever mustbe ableto validatethatthe messagevassent
recently(or thatthemessageés fresh),or atleastvalidatethatthemessagés notareplayof anolder
message.

The next sectionwill presentthe methodusedby SCAREDto provide identity andin-
tegrity guaranteesSectiond.2 shawvs how freshnesguaranteearedone.Therequestindresponse
protocolsaredescribedn §4.3. A securityanalysiof theprotocolis presentedh §4.5. Thischapter

is summarizedn sectior4.6.

4.1 Integrity and ldentity Guarantees

Sincewe assumelientsandstoragedevicescommunicatever untrustedchannelspoth
partiesmustbe ableto verify the identity of the originatorof a messag@andthatthe messagevas

not changedn transit. Both of theserequirementaresatisfiedby usinga cryptographiaconstruct
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calleda MessageAuthenticationCode(MAC). The specificconstructionve useis basedon a one-
way hashandis referredto asHMAC [30]. [2] cryptographicallyanalyzeshestrengthof theHMAC
construction.

A MAC function takes a string and a secretkey andoutputsa fixed length string. The
MAC hassomecryptographicgpropertiesthat allow eitherparty to verify thatthe messageender
wasin possessionf aspecifickey andthatthe messagevasnot changedn transit.

A preconditionto usinga MAC is thatboth partiesarein possessionf the samekey. If
we assumdwo parties,A and B, wish to exchangea message)M, usingakey, K, aMAC, C can
becomputedy bothpartiesusingC = M ACk (M). TheMAC is usedby attachingthe computed

MAC to themessag®eingsent.For exampleif A sendsM to B, A would sendthefollowing:

A—B: M C

Notethat K is not sentover the network andthe MAC function preseresthe secreg of K when
usedto calculateC'. When B receves M, B canrecompute’’ sinceit is in possessionf K. If C
equalgherecomputedMAC, M ACk (M), B will know that M wassentby someonén possession
of K.

Usinga MAC with keys derived accordingto the SCARED protocolrequiresthatmore
informationis transmittedsincethe storagedevice doesnot directly possesshe key usedby the
client. Forexample,if aclient, A, isin possessioonf akey, K 4, andthedataassociateavith it, Py,

A couldsenda messagéo the storage S usingthefollowing protocol:

A—)S:M,PA,C

The storagedevice canderve K4 sinceK4 = H(P4, Kp), whereK, is thedisk key, sincethe

device is in possessionf Kp and P4 wassentby the client. Oncethe device hasderved K 4,
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C canbe recomputedo checkthe MAC. BecauseP, is boundto K 4, the storagedevice knows
informationaboutthe client in possessionf K 4 asexplainedin chapter3, sothe storagedevice

cancheckthecapabilityof the clientto take the requestedction.

4.2 Freshnesssuarantees

Integrity andidentity guaranteesire not sufiicient for an authenticatiomprotocol, since
oldermessagesanbereplayedwithout detection. Replayedmessagewill have valid MACssince
they weresentby the client andhave not beenmodified. Freshnesguaranteesllow detectionof
messageeplaysby ensuringthe messagebave beensentin therecentpast,or werein responseo
apendingrequest.

The first phaseof the SCARED protocolis to establisha freshnesguarantee.After a
freshnesguarantedasbeenestablishedthe clientsandstorageusethe messagerotocolto send
responsesindreceve replies. Whenpresentinghe protocols,it is assumedhatthe clientsarein
possessionf the keys neededor accessinghe storage andthatthe storages only in possession
of thedisk key. Theacceskey usedby theclientis denotedby K, andthekey datacorresponding
to K, is denotedby P,. Theresponsdey is denotecby K, andits key dataP,.

To guarantedhe freshnesof messagesSCARED usestimers, nonces,and counters.
Whenusingtimers, all partiesinvolved in a transactiorhave timersthat are reasonablysynchro-
nized. Noncesand countersdo not requireary kind of clocks, only that the nonceand counters
never take onthe samevalue. Countersarealsorequiredto be monotonicallyincreasing.

The clients always usenoncesto checkthe freshnesf a responsesincea nonceis a
freshnesgyuaranteewith the fewestrequirements.Whenillustrating the protocol exchange the

clientnoncewill bedenotedusing F..
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Storagedevicesrequireclientsto includea timer or counterin the requestto checkthe
freshnes®f therequest.Sincethe client mustbe ableto calculatethe freshnesguaranteg¢hatthe
device is using,noncescannotbe used. If the communicatiorwith the device is sessiororiented,
the device cankey a countersynchronizedvith the device basedon the numberof messagesent.
Otherwiseatimer mustbeused.

The storagecounteror timer will be denotedusing Fs. In the following messagex-
changesF'G Request and F'G Response correspondo constantaisedin the communicatiorpro-
tocol to indicatethe requestandresponsef a freshnesguarantee Before makingrequestgo the

storagethe client mustrequesthe storagecounteror nonceusingthefollowing protocol:

C—S: M ={FGRequest,F.,P.},MACg, (M)

S — C: M ={FGResponse, F,, Fs},MACg, (M)

Whenthe storagerecevestherequesin thefirst messagethe storageis ableto generatek,. using
P, asshavn in §3.2. If MACkg, (M) as calculatedby the storagedevice matchesMACg, (M)
includedin therequestthe device knows that M wasgeneratedby a clientin possessioof K., so
it will generatearesponseisingK,. F, is copiedunchangedby thestoragedeviceinto theresponse.
Whenthe client recevesthe secondmessageit is ableto checkthe MAC sinceit is in
possessionf K,., andthusknow thatit camefrom the storage.The presencef F, in theresponse
allows the client to know thatthe messages in responseo the first message After the message
exchangeheclientis in possessionf F;, thesener freshnesguaranteewhich it useso establish

thefreshnes®f future communicationsvith thesener.
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4.2.1 Verifying Freshnesaising Counters

If the communicatiorwith the storages sessiororiented,countersarecorvenientto use
for checkingthe freshnes®f requestssincethey do not requireclocks. At the beginning of the
sessiortheclientwill obtainFy, theinitial sessiorcounter Eachtime theclienttransmitsa paclet,
it includesthe counterin therequesandincrementshe counterfor the next request.

The device is ableto verify the freshnes®f the requestby ensuringthatthe requesin-
cludesa counterthatis onegreaterthanthe previous requestrom the client. This impliesthatthe
storagedevice mustbe ableto maintaina counterfor eachactive session.Theinitial countersent
to theclientmustbe generatedn suchaway thata counterusedin a sessiorwith the device by the
clientwasnever usedin arequesby ary client of thedevice in othersessionsin ourimplementa-
tion the counteris 128-bits,sothe SCAREDdevice generates 64-bit nonce basedon the current

time, for the high 64-bitsof the countey andinitializesthelower 64-bitsto zero.

4.2.2 Verifying Freshnessising Timers

If thecommunicatiorwith thestoragedevice is notsessiororiented timersareusedto al-
low thedeviceto checkfreshnessvithout having to keepfreshnesaformationaboutall theclients.
To usetimers,all clientsintendingto communicatewvith a storagedevice needto synchronizeheir
timerswith the timer of the storagedevice. Thisis donein thefirst phaseof communicatiorwith
thedisk by settingF to thecurrentdevice timer.

Theclientsynchronizeds timerwith the storagedevice by saving thedifferencebetween
its timer andthe storagedevice’s timer. Sincethe client maintainsa delta betweenits timer and
the device’s, the storagedevices neednot, andin mostcaseswill not, have synchronizedimers.

Theclientincludesthe device’s currenttimerin all requestdo the storagedevice. This enableghe
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devicesto checkthatthe messagés freshin the sensdhatit wassentrecently

Becausef network latenciesclock drift, andthelateny of responset requestsgheck-
ing timestampslonedoesnot provide a strictguarante®f freshnessln particularanattacler could
replaytransactiongn asmalltime window. To thwarttherecent-pasteplayattack,alist of message
authenticatiorcodesusedin the recent-pastrekept and checled with eachmessagelf the code
existsin thelist, themessagés consideredreplay

Tocompensatéor clockdrift, thestorageadeviceincludests currenttimerin all responses.
The clientscanthenresynchronizeheir timerseachtime a responses receved from the storage

device.

4.3 The Request/Responserotocol

Oncetheclientis in possessionf the sener freshnesguaranteegenericrequestsanbe
madeto the sener. This sectionpresentghe genericrequestandresponserotocolsusedby the

clientsto communicatevith the network attachedtoragedevices.

4.3.1 The RequestProtocol
Theclientrequeshastheform:

C — S : M = {Operation, data, P,, P,, F, Fy},
MACk, ek, (M)
The operationrequeste@dndthe datathat goeswith the operationarefollowed by the key datafor

the accessandresponsekeys that are usedin this communicatiorwith the network storage. The

device is ableto regeneratehe K, and K, using P, and P,, sothatit canverify the MAC. F;
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is includedto ensurethatthe messages fresh, usingeitherthe counteror timer basedechniques
explainedin the previous section.

If the MAC is valid, the device knows thatthe messagearrived intactandthatit wassent
by aclientin possessionf K, butit still mustverify thattheclientis ableto requestheoperation.
The two approachesisedby SCARED to checkaccessare identity basedand capability based.
In identity basedsystemsthe disk needsto be ableto checkaccessasedon the identity of the
requester In capability basedsystemsthe disk is only interestedn the ability of a requesteto
performatransaction.

Capabilitiesaregrantedby the administratoror a client in possessionf a capability by
generatingan acceskey, K,, with the capabilitiescontainedin the key data, P, asexplainedin
§3.3.1. Therefore theclient in possessionf K, is alsoin possessionf the capabilitieslisted in
P,. SinceK, maybederivedfrom otheracceskeys, the disk mustensurethateachtime the key
is derived from anotherkey, the capabilitiesin the key dataof the derived key area subsetof the
capabilitiesof the original key. To checkif the clientis ableto carry out the requesteaperation,
thedevice checkshatthe operatiorrequestedks listed asoneof the capabilities.

If identitiesareused,P, will containtheidentity of therequesterln orderfor thediskto
checktheability of arequesteto performanoperationthe disk mustmaintainaccessists oneach
object. Whenarequestrrives,theidentity in P, is checled againstheaccesdist of therequested

objectto seeif theclientcanrequestheoperation.

4.3.2 ResponseProtocol

The authenticatiomeedsof the client arequite a bit simplerthanthe needsof the disk,

sinceit only needgo verify the responsavassentby the disk in reply to theclient’s request.The
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device responsdastheform:

S — C : M = {Response, data, F,, Fs},MACg, (M)

K, isusedn theMAC sinceit is thesecreshareddy theclientanddisk. Thecapabilityandidentity
keys may be sharedby differentclients, but the responseey, K, will only be held by oneof the
clients. After validatingthe MA C, theclientwill know thattheresponsarrivedintactfrom thedisk.
The presencef F, allowstheclientto checkthatthe responses for therequesthatalsoincluded
F,. F isincludedto compensatéor clock drifts if timersareusedby thedisk.

The key dataare not includedin the responsesincethe requestemust alreadybe in

possessionf K.

4.3.3 AsynchronousResponses

With oneexception,all messagesentby a SCAREDdevice arein responséo arequest
thatoriginatedattheclient. Theexceptionis thecacheupdatecallback.Thisasynchronoumessage
is sentwhenanotherclient hascommittedchangedo anobjectcachedon the client. The message
arrivesin the form of aresponseasdescribedabove. Sincethereis no requesthatcorrespondso
the callback,we areleft with the problemof determininga client freshnesguarantedo putin the
response.

Sincethe guaranteenustbe basedon somethingchoserby the client, the only thing we
canuseis a freshnesguaranteef a previous request. As it turns out, we cansimply reusethe
freshnesguarante®f the lastresponséo theclient. It is easyfor the clientto remembethe last
guarantedhatit recevedin aresponseTo avoid replays,the client mustkeepa history of MACs
usedwith the last guarantee.As long aseachMAC is different, the client can be surethat the

asynchronousesponseés notareplay
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4.4 Encryption

A key featureof a securedistributed file systemis the confidentialityof file data. Cur-
rently, of the commercialdistributedfile systemspnly DFS[15] hasthe optionof encryptingdata
exchangebetweertlientandsener.

A strongetevel of dataprivacy canbe obtainedf the datais encryptedby the clientand
sentto the sener to be storedin its encryptedform. This kind of client side encryptionis done
by the Cryptographid-ile System[6] (CFS),which encryptsdatabeforebeingstoredin a shadev
file systemand decryptsthe dataasit is read. Using CFSwith SCARED would keepthe data
confidentialandavoid the performancempactof encryptingat the storagedevices.

CFShasa key distribution problem,sincethe encryptionkeys mustbe remembere@nd
distributedby users.To overcomethis problem,we proposestoringthe encryptionkeysin themeta-
dataencryptedvith groupanduserencryptionkeys. This allows keysto be obtainedatthe moment
they areneeded.

Oneof the problemswith storingthe encryptionkeys in the meta-datas thatif groupor
userencryptionkeys are changedall the metadataneedso be updatedoy re-encryptinghe keys
usingthenew groupor userkeys.

If the storagedevicesaretrustedto keepdataconfidential the problemswith encryption
key distribution canbe avoided by encryptingand decryptingat the storagedevices. To encrypt
the databetweerthe clientsandstoragedevices,they mustshareanencryptionkey. They already
sharea responseey, soanencryptionkey canbe generatedy rehashinghe response&ey with a
public constantput requiringthestoragedevice to dolink level encryptionincreasesheprocessing
requirement®f thedevice.

Whetheror notthe network storages involvedin ensuringthe confidentialityof thedata,
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the SCAREDprotocolsatisfieghe authenticatiomequirement®f network storage.

4.5 Analysis of MessageProtocol

Thepreviousanalysisshovs thata dervedkey recevedby aclientis asecretsharedvith
the storagedevice. In addition,the analysisalsoshaws thatthe key dataassociatedvith a key is
boundto the key in sucha way thatwhena client usesthe key, the device canverify the attributes
associateavith thekey.

In this sectionwe will analyzethe two messagexchangesisedby SCARED:thefresh-
nesgguaranteexchangeandthe genericmessagexchange.

Therearetwo keys usedin the protocols:theacceskey, K,, andthe responseey, K.
Theacceskey is usedto make requestandhasaccessightsof someform boundto it. Theaccess
key may be sharedby otherclientswho may not necessarilfrusteachother Theresponseey is
usedto verify the origin of aresponsandis sharedwith, andrecevedfrom, trustedadministrators
andclients.

To beagin our analysiswe mustformally defineMACs. In our definition we definethe

propertiesof the MAC functionthatwe use.Otherpropertiesaredefinedin [46].

Definition 3. We defineM ACk (z) as a pseudo-andomfunctionwith the specificproperty that
givena messge, M, anadvesarywithout K wouldhavea low probability of findingin polynomial
timea C sud thatC = M ACk(M). Thispropertyholdsfor an advesarythatis ableto seepast

messges,notequalto M, andtheresultingMAC.

To easethewording of the proofs,we will usethe termcomputationallyfeasibleto refer

to anoperationthatcanbe computedn polynomialtime andwith morethannggligible probability
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of success.We also usethe phrasewith overwhelmingprobability to refer to a probability over
the choiceof keys usedin the MAC functionthatis neggligibly lessthanl for every probabilistic
polynomialtime algorithm.

In the following proofsthe adwersaryis allowed to watch, modify, andinsertinto the
messagebetweernthe client andthe storagedevice. The adwersaryis alsoallowed to be another
valid client or storagedevice. It shouldbe notedthat an adwersarythat is anotherstoragedevice
would possesanddifferent K; thantargetreal storagedevice. An adwersarythatis anotherclient
maypossess K, thatis sharedoy therealclientif it shares capabilityor anidentity with thereal
client (suchasbelongingto the samegroup),but anadministratolgivesa unique K. to eachclient,
sothe adwersaryandthereal client cannotshareK,. The administratoiis trustedan cannotbe an

adwersary

4.5.1 Exchangingthe Freshnesssuarantee

Thefirst exchangebetweera clientandsener mustbearequesfor thesener’s freshness
guaranteedenotedF;. Theclientincludesa nonce,F, generatedor the request. The requests
MACedusingakey, K,, andincludesthepublicdata,P,, associateavith K,.. Thesenerresponds

with Fy andincludesF, MACedwith K, asfollows:

C—S: M ={FGRequest,F.}, P,, MACg, (M) 4.1)

S —C: M'={FGResponse,F.,F;},MACg, (M'") (4.2)

Theorem4. It is notcomputationallyfeasiblefor anadvesaryto forge a responséromthestorage

device sudh thattheclientwill acceptan F; thathasnot beensentby the storage device
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Proof: The sameargumentby which we shav that K, is adervedfrom P, in Theorem
1 alsoshavsthat K. is dervedfrom P,.. Becauseesponseeys arenot sharedamongclients, K,
is asharedsecretbetweerthe storagedevice andtheclient. (Note,theadministratoalsoshareshe
secret,but sheis implicitly trusted.) Sincethe client will checkthat F is in the responsean ad-
versarywould have to sendaresponsef theform M" = { FGResponse, F,, F.}, M ACk,(M"),
whereF] is aguarantegeneratedy theadwersary

SinceF, anoncegeneratedby theclient,thestoragalevice hasnevergenerate@dmessage
with a prefix FG Response, F, andMACedit with K. So,theadwersarywould have to beableto
computeM ACk, (M") which violatesthe definitionof the MAC. O

After the F'G Response messages receved, the client and storagedevice will have a
sharedF; on which to build our genericmessagerotocol. Up to this point we have not taken
into accountwhetherthe freshnesguaranteas a timer or counter This will be consideredvhen

analyzingthe genericmessag@rotocolin the next section.

4.5.2 The Generic MessageProtocol

After theinitial freshnesguarante@xchangewe cansendthenormalSCAREDrequests
to thestoragealevice usingthegenericmessaggrotocol. Genericmessageequestsake thefollow-

ing form:

C — S : M = {Operation,data, F, Fs}, P, P,

MACk, e K, (M)

P, isthepublic dataassociateavith theacceskey K, andP; is the public dataassociateavith the

responsdey K,.
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Theorem 5. Onreceiptof thegenericrequestthe device canverify with overwhelmingorobability

thatthe messge camefroma clientin possessioof K, and K.

Proof: Thedevice canreproduceX, and K, from the P, and P, includedin therequest
becaussdt is in possessiomf K; from which both keys are derived, so it can validate that the
MAC is correct. K, and K, aresecretdecausehey arefrom K, usingapseudo-randorfunction.
SinceK, and K, aresecretjt would not be computationallyfeasiblefor anadwersarythatis notin
possessionf K, and K, to computethe MAC. Therefore the messagenusthave beensentby a

clientin possessioof K, andK,. O

Theorem 6. Onreceiptof the genericrequestthe device canverify with overwhelmingprobability

thatthe messge camefroma clientwhoseaccesss encodedn P,.

Proof: By Theorenb thedevice canverify theclientpossessek,. A clientin possession
of K, hastheacces®ncodedn P, by Theoreml or Theorem3, dependingnthederivationdepth
of K. O

Of coursehedevice mustalsoprotectagainsteplaysof requestsAn adwersarycaneasily

replaypastmessagewhichwill have valid MACs.

Theorem 7. With overwhelmingprobability anadvesarycannotreplaya requestvithoutdetection

by the storage device

Proof: Eachtime a requestis issuedto a device, the client mustinclude a freshness
guaranteeThis freshnesguaranteg¢akesthe form of a counteror atimer. To prove this theorem,
we will examineeachcase.

Casel: Freshnesguaranteeusing a counter.

Device countershave the following properties:they are globally unique,andthey are
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incrementedoy the client with eachrequest. Globally unique meansthat the device will issue
freshnesguaranteeto clientsin sucha way thatno clientwill ever receve or generatea number
thatanotherclientrecevedor generatedln ourimplementationtheinitial freshnesgxchange Fy,

will beinitialized to a 128-bit counterwith a 64-bit nonce,basedon the time, asthe high 64-bits
andzeroasthelow 64-bits.

Eachtime thedevice recevesarequestjt compareshe countey C, with thecountey C’,
thatit recevedin the previousrequest.If C # C’ + 1, it is considerednvalid. Sinceno previous
messagavill have thevalueC', no previous messagexiststo bereplayed.

Case2: Freshnesguaranteeusing a timer.

Whenusingatimer, thedeviceinitially givesoutthevalueof its currenttimerto theclient.
The client synchronizests own timer with the device, anduseswhatit believesto be the current
device timerasthefreshnesguaranteén eachrequest.

Becausef network lateny andclock drift, the device allows the freshnesguarantedo
be within a few secondf its timer beforeconsideringthe messagénvalid. If the replayoccurs
outsideof this window, the device will detectit whenthe freshnesguaranteef the messagés
comparedwith the freshnesguaranteef the device. If the replayoccurswithin the window, the
deviceis ableto detectthereplayby maintainingalist of all theMA Csusedwithin thewindow. [

Whenthe client recevesaresponseit mustbe ableto verify thatthe responsavasto a
requesthatit issuedandfrom the device to which it wasissued.We will first prove the origin of
the messagandthenprove thatthe clientis ableto verify thatit camein responseo its request.

Thegeneraform of theresponsés asfollows:

S — C : M = {Response, data, F,, Fs},MACkg, (M)
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Theorem 8. Whena clientreceivesa responsgit is able to verify with overwhelmingprobability

thattheresponseamefromthe deviceto which it senta request.

Proof: K, is recevedfrom the administratoty the client over the trustedchannel.The
deviceis ableto producek, from P, sinceit possesseK, but anadwersarycannot. O
Whenproving Theoren®, it is interestingo notethatit holdseventhoughthenonceneed
notberandom.Sinceanadwersarycanpredictthevalueof F,., we needto usekK, in therequestas

well astheresponse.

Theorem 9. Whena clientreceivesa responsgit is able to verify with overwhelmingprobability

thatit is in responseo a particular request.

Proof: F_ is anoncethatis generatedby a clientwhenit accessethedisk. Thisimplies
that no two requestgyeneratedy a client will have the sameF,. Theorem8 allows the client
to verify thatthe responseeamefrom the storagedevice. An adwersarycannotcausethe storage
device to generatea messagévACedwith K, sincethe device will only MAC a responsaising
K, if therequeshada valid triple (P,, P;, K), whereK = K, ® K, andM is MACedwith K.
Soby Theoremb, avalid response&anonly containan F,, from a previous requesfrom theclient.
By Theorem?, areplayof a previous requeswill be detectedby the storagedevice. A replayby
the adwersaryof previous response¢rom the device would have an old F, that the client would
reject. O

It shouldbe notedthatthereis a securityholein the cacheupdatecall-back.Althoughwe
candetectreplaysof the cacheupdatecall-back,we cannot detectif anadwersaryblocksa cache
updatemessageBeingableto block acacheupdatemessagés muchmorepowerful thatbeingable
to replayan updatemessageA replayresultsin a degradationof file systemperformancesinceit

will causeunnecessargeadsput will not causanvalid datato beused.Whenanupdateis blocked,
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staleandinvalid datawill notbeinvalidatedfrom the client cache sotheadwersarycouldcausethe
clientto useold data. This is an artifact of the cachingprotocol. A strongerconsisteng protocol
suchasthatemployedby DFSwould avoid this problem but would introduceothers suchasdenial

of servicefrom clientsrefusingto releasecachetokens.

4.6 Summary

In this sectionwe have presented protocolto provide integrity, identity, andfreshness
guaranteeso both the client and storagedevice. The protocolwill work in both sessionbased
transportsuchas TCP or annon sessiorbasedransportsuchasUDP. Eventhoughwe usetimers
in thenonsessiorbasedtase We do notrequireglobally synchronizedtlocks.

Becauseof the derivation schemepresentedn the previous chapter not only is key ex-
changedetweenthe storagedevices avoided, we do not requirethat the administratorbe ableto
communicatevith the storagedevice. This allows greaterfreedomin the network topology

Becauseof the few requirementsve make of the network, clients, and storagedevice,
andthe securityguaranteesve provide, SCARED makes a good foundationfor a distributedfile
system.In the next chaptemwe introduceafile systemthatbuilds on the SCAREDobjectmodelto
managdiles anddirectoriesandthekey derivationandsecurityprotocolto authenticataccesseto
the storagedevice. Becausef the serviceprovidedby SCAREDwe areableto avoid the needfor

afile sener.
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Chapter 5

Using SCARED in a Distrib uted File

System

Using SCAREDwith network attachedstoragewe have thebuilding blocksfor asener-
lessdistributedfile systemcalledBrave. Thefile systemis senerlessin the sensehatit doesnot
needa file senerto managehe metadata. Instead the responsibilityfor managinghe metadata
is sharedbetweerthe clientsandthe storagedevices. The integrity of the file systemitself is the
responsibilityof theclients.

It is usefulto contrastBrave with other distributed file systemsand network attached
storage On oneextremeareNFS andCIFS which manageshe completefile systemon onesener.
On the otherextremeare SAN storagedevices which are basically SCSI devices connectedo a
network. A slightly lessextremeexampleof a distributed file systemis AFS. AFS hasvolume
senerswhich managea subtreeof the distributedfile system. On the otherhand,a lessextreme
exampleof network attachedstorages the NASD projectwhich usesa file serer to managameta

datafor thefile systemandallows the storagedevicesto storefile datain objectsmanagedy the
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Figure5.1: Brave directoryentrylayout.
devices.

Brave falls exactly betweentheseextremes. Like NASD, Brave storesthe file datain
objectsmanagedby the SCARED storagedevices, but it also storesthe file systemmetadata.
However, it doesnot storeawholedirectorysubtredike AFS does. The SCAREDdevicesmanage
thefile systemdataandmetadatain objectsthey managebput the clientsimplementBrave in their
VFS layerto actuallyassociat¢éhe objectsstoredon the SCAREDdevicesinto afile system.

In the following section,we will explain the semanticof the Brave file systemandits
methodof operation. To provide a basisfor theseexplanationsthe next sectionexplainshow the
dataandmetadatais organizedin thefile system.Section5.2will explainthe semanticof thefile

systemand§5.3will explaintheway the variousfile systemoperationsarecarriedoutin Brave.

5.1 Brave File SystemLayout

Sincewe arebuilding afile systemontop of SCAREDdevices,thereis anaturalmapping
of file systemstructuresto SCARED structures: eachdirectory is storedin a metadataobject
and eachfile is storedin a dataobject. In our initial implementationwe maintainthis one-to-
onemapping.In the future, files anddirectoriesmay be stripedacrossdataand metadataobjects
to improve performanceand scaling. Mirroring may also be usedto improve performanceand
reliability. Evenwith stripingandmirroring, the basicconceptspresentediereremainunchanged.

TointroduceBrave, we mustfirst introducethe mountpointor root of thefile system.The
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root of the Bravefile systemis adirectory In Brave thereis not anything specialabouttheroot, ary
metadataobjectcanbe usedastheroot of thefile system Figure5.1shavs the datastructureghat
arestoredin theentrydata.ln additionto thesestructuresthe hashof the file nameis storedin the
lookuptag.

By storingthe hashof thefile namein thelookuptag,the SCAREDdisk is ableto return
the desiredentry on a lookup without sendingall the directory entriesto the client. This sares
network bandwidth,aswell asoptimizing oneof the mostcommondirectoryoperations.Using a
hashof the file nameinsteadof the file nameitself, the storagedevice is ableto searchon a fixed
sizenumberandpreseresthe secreg of thefile name,f needed.

Becauseéhe lookuptagis the hashof the file nameandnot the file nameitself, the file
nameof the directoryentry needgo be storedin the metadataentry A SCAREDdevice doesnot
usethefile namesincelookupsaredoneon alookuptag,sothefile nameis storedin theentrydata,
which s storedwithout beinginterpretedoy the storagedevice.

Themainpurposeof a directoryentryis to provide a mappingbetweera nameanda file
or directory For this reasona pointerto the locationof thefile or directoryfollows the file name.
Thepointercomesn two forms: a symboliclink or anobjectidentifierandhostname(hardlink).

A hardlink is composedf the hostnameof the SCARED device that storesthe object
containingthefile or directoryandthe objectidentifier (OID) of thatobject. A hardlink preseres
referentialintegrity. This meanghatanobjectreferencedy ahardlink will notbedeleteduntil the
link is deleted.

Unlike ahardlink, a symboliclink doesnotretainreferentialintegrity. Insteadthe sym-
bolic link is a stringthatis passedackto the operatingsystemto beresolhed. The stringneednot

referenceafile thatis partof the Brave file systemor evenafile thatexists.
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Referentialintegrity is presered by usingtheinfo block thatis part of every SCARED
object. Theinfo block is storeduninterpretedy the SCAREDdevice. The Brave clientsstorethe
entrytag,the OID, andthe hostnameof the metadataentry thatreferenceshe object. Usingthe
entrydataandtheinfo block, clientshave pointersbetweerthe entryandobjectandvice-vesa

Figure 5.2 shavs an exampleof a directory containinga file anddirectory Thefile is
storedon the sameSCARED device as the directory but the directory is storedon a different
device. It is importantto notethatthe SCARED device storestheinfo block, the entry data,and
thefile data,but doesnotusethe contents.Thefigure shavs boththeforwardlinks from theentries
to the objectsthey referenceandthe backward links from the objectsto the entriesthatreference

them.
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5.2 Brave Semantics

As mentionedn the introduction,Brave extendslocal file systemsemanticgo network
storage.However, whenotherclientsalsohave accesgo the network storagethereareadditional
semanticghatarise. Network andclient failure conditionsalsoadd semanticsiot presentn local
file systems.We presentBrave semanticdy first presentinghe file semanticsn §5.2.1andthen

presentinghe directorysemanticsn §5.2.2.

5.2.1 File Semantics

In alocal file system.afile is presentedhsa logically contiguousstreamof bytes. Files
cangrow andshrink,andbytescanbe readandwritten at randomlocations.Files mustbe opened
beforethey areaccessedndclosedafteraccesss complete.

To improve write performanceof files, UNIX usesa write back cachefor files. File
changeganbein thecachefor upto oneminutebeforeit is actuallywrittento non-wlatile storage.
An applicationcanalsoimmediatelycommitchangedo non-\olatile storageusingthesyncsystem
call. Eventhoughchangesnay not be committedto non-\latile storagethelocal cachemanager
of alocalfile systenreflectsthe changedo otherapplicationson thelocal machine.

In a distributedfile systemthereis a cachemanagelin eachnetwork client, so ary un-
committedchangex<anbe reflectedlocally at the client wherethe changeoccurred but notin the
otherclients. This problemis further complicatedby the fact that we do not requireclientsto be
ableto communicatewith eachother For thesereasonsve write back changedo the SCARED
deviceswhenthefile is closedn additionto thenormalcommitprocesaisingtheoneminutetimer
andthe syncsystemcall. This is similar to the cachingpolicy in AFS [24]; however, like JetFile

[21] we only dispatchnatificationsto other clientswhenwrite back occursinsteadof waiting for
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the notificationsto be receved. Note, it is possibleto usea cachingpolicy thatis closerto UNIX
semanticdy usingthe cachingpolicy of Sprite[39], but we choseto implementour cachingpolicy

becaus®f its simplicity andrecoverability. This decisionmaybereevaluatedater

5.2.2 Directory Semantics

Directorieshave more structurethanfiles. They storea setof entriesindexed by a file
name.Directory operationsare alwayswritten throughto non-wolatile storage.We maintainthese
semanticsn Brave. Justaswith files, directorycacheupdatesredispatchedo clientsafterchanges
arecommittedanddo not wait for clientsto acknavledgethe updates.

UNIX allows multiple hard links to a file. Hard links allow a file to be referencedby
multiple directoryentries.UNix limits hardlinks to files andonly allows links to files onthe same
file systemasthe directorycontainingthelink. Brave only allows a singlehardlink to afile. This
simplifiesthefile systemconsisteng checks.

To allow links to files on otherfile systemsandto directories,UNix alsohassymbolic
links. While hard links presere referentialintegrity, symbolic links may not point to a file or
directorythatactuallyexistsandwill notbeupdatedf theobjectthey pointto is deletedor renamed.

Brave supportssymboliclinks.

5.3 Brave Operations

The SCARED devices handlethe managementf the storageof the metadataand data
objects somostof thefile systemoperationsnapdirectly to SCAREDobjectoperationsHowever,
to implementall of the semanticghe client must managethe relationshipbetweenthe directory

entriesandthe objectsto which they point. Thefile operationgorresponaxactly to the SCARED
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dataobjectoperationssothey will notbereviewedhere.Insteadwe will review the stepsrequired
to implementthe directory operations. The storagedevices treat metadataand datadifferently
which allows the SCAREDdevicesto storethefile systemmetadatawithout actuallymaintaining
it or usingit. Theclientsarein chage of keepingthe metadataconsistenandupdated.

Brave maintainsconsisteng of its directories. Sincethereis no centralfile sener and
no interdisk and interclient communication specialtechniquesare usedto maintainreferential
integrity of the metadataacrossstoragedevices. Thesetechniquesare backlinks, orderedentry
creationanddeletion,andtest-and-setipdates.

Backlinks areusedto checktheconsisteng of thefiles system.In theinfo block of every
objectis thelocationandid objectandthe creationtag of the metadatathat refersto the object.
Consisteng canbecheclkedby insuringthatobjectsreferencedby metadatahave alink backto that
metadata,andmetadataindexed by the backlink of anobjectactuallycontainsareferenceo that
object. Theformercaseindicatesthe entryis invalid andshouldbe deleted andthelatterindicates

the objectshouldbe deleted.

5.3.1 Creation

Entry creationis a particularly troublesomeoperationin termsof referentialintegrity,
since metadatastoredin the directory entriesmust be sychronizedwith the info blocks of the
objectsto which the entriesrefer To copewith client anddisk crasheghatmay occurin theentry
creationprocesswe have a well definedorderof operations.First, the metadatais addedto the
metadataobject.Next, theobjectis createdwith abacklink to the metadata.Finally, themetadata
is updatedwith thelookuptag,the name andthe locationof the new object.

If theclientor disk fail afterthefirst step,the metadatawill becleanedup whentheback
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link checkis donesincethe metadatadoesnot referto ary object. Failure on the secondstepwill
resultin the objectbeingcleanedup, sincethe metadatadoesnot referencehe new object.

To avoid having to lock metadataobjectsin orderto updatethe metadata,testandset
updatesareused. If partof the metadatais to be updatedby a client, the old metadatamustbe
read,updatedandrewritten. Sinceanotherclient could updatethe metadatain the middle of the
first client’s update thefirst client shouldbe ableto detectthis condition. This is doneby allowing
aclientto senda versiontag of theold metadata.lf thedisk recevesanupdatefor metadataanda

versiontagthatdoesnot correspondo the currentmetadata,the updatewill berejected.

5.3.2 Deletion

Deletioncouldbeamuchsimpleroperatiorthancreatiorwereit notfor directorydeletion
semantics.Normalfile systemgequirea directoryto be emptybeforeit canbe deleted.Because
of the distributed natureof Brave, we mustsynchronizethe deletionof directory entrieswith the
objectitself to ensurethat a directorythatis emptyat the startof the deletionoperationremains
emptyfor thedurationof the operation.We mustalsoensurethata client failure doesnot leave the
file systemin aninconsistenstate.

For thesereasonsye usea threephasedelete. Thefirst phasesetsa bit in the entry data
to indicatethata deletionoperationis in progresgor thatentry Thenext phaseactuallydeleteshe
object.Finally, theentryis deleted.

By putting the pendingdeletebit in the entry data, we avoid having to add semantics
to SCARED while still insuringconsisteng in the presenceof client failures. Wheneer a client
encounters directory entry with a pendingbit set, it knows thatit mustcheckthat the objectis

presenbeforeusingtheentry So,if aclientdoingadeletionfails afterthefirst phaseof thedeletion,



83

the otherclientswill have to do anextratransactiorto checkthe existenceof thereferencewbject,
but thefile systemwill still be consistentlf theclientfails afterthe secondohasetheotherclients

will detecttheinvalid entrysincethe objectwill nolongerbepresentandwill ignoretheentry

5.3.3 File SystemChecks

Althoughthefile systemremainsconsistenin the faceof client failures,performances
adwerselyaffectedif mary invalid or empty entriesare present.For this reasonit is importantto
periodicallyrunfile systemchecks.

The storagedevice only storesthe file systemdata. It is oblivious to the relationshipof
theobjectsthatit stores.Sothefile systemcheckanustbedoneaclient. In practiceit will probably
bethe administratothatchecksanindividual storagedevice, however anyonewith the appropriate
authorizatiormay dothe check.

A checkis doneby simply sweepinghe metadataobjectson a disk andcheckingthatits
directoryentriesreferencereferencexisting objects. A secondsweepof all objectson thedisk is
neededo insurethateachobjecthasa backward pointerin it’s info block thatpointsto a directory
entry with a forward pointerto the object. Any entriesor objectsthat fail the sweepare simply
deleted.

Fortunately no globallocks needto be obtainedbeforedoing this kind of check,sothe
checkscan be donewhile the disk is servingdatato otherclients. The metadataobjectthatis
beingfixeddoesnotevenneedto belockedsinceonly emptyor deletedentrieswill beremovedand
thereforenot affect the otherclients. This meanghatthe disksdo not needto be taken off line or

clientsdeniedaccesdo ary partof thefile systemwhile the checkis running.
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5.4 Conclusion

By building on SCARED,Brave canbeimplementeccompletelyattheclients,while pro-
viding consistenfile systemsemanticgo the users.By takingadwantageof the objectmanagement
facilitiesof SCARED,Brave avoidsrequiringclientsto be ableto communicatevith eachother

Thestructureof thefile systemallows directoriesandfiles to resideon ary network disk,
thusenablinga high degreeof scalingbothin termsof storagesize,aswell asnetwork bandwidth.
At the sametime, referentialintegrity of the directoriesis presered usingorderedupdatesandthe
objectsthemselesassynchronizatiorpoints.

Becausef the distributed natureof Brave, it would be unfortunataf globallockshadto
be obtainedor accessleniedto specificobjectsin orderto cleanup performancedegradedeft by
failed clients. Becauseof the semanticof SCARED, no locking at all needsto be donefor file
systemchecks. Since SCARED manageghe entriesthemseles, a file systemcheckrunningin
the backgrounccaneasily deleteemptyentriesand entriespendingdeletion,without affecting the
accessesf otherclients.

Brave illustratesthe power of objectsemanticsat the network storage.Not only do we
gainthe scalability benefitsof a senerlessfile system but we also have the strongaccessontrol

andauthenticatiorprovidedby SCARED.
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Chapter 6

Implementing SCARED and Brave

To validateour file systemdesignandnetwork attachedstoragemodelwe implemented
SCAREDandBrave in bothJavaandC. The C versionof theclientwasdonein theform of a Linux
Virtual File System(VFES). In the courseof our implementationwe not only validatedour model,
but alsowereableto getanideaasto thecompleity introducednto the clientsandstoragedevices.

Brave usesTCP [45] becausef its good performancen a variety of ervironments. It
allows usto operatewell in LAN ervironmentsaswell asWAN ervironments suchasthe Internet.
EventhoughTCPis a statefulprotocol,we cangracefullyrecover from TCP disconnectdy trans-
parentlyreinitiatingthe sessionsvhenneededThis allows usto avoid the overheadf maintaining
sessionsghatarenotin use,andto recover from network storagereboots.

Although the necessargonceptgo implementSCARED and Brave have alreadybeen
introduced,it is necessaryo review someof themin termsof currentUNIX file systemdo fully
understandhe compleities introducedby SCARED and Brave, and how they integratewith the

VFS.
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6.1 UNIX file systems

The Berkeley FastFile system(FFS)is the quintessentiaUNIX file system[34] which
improved uponthe original UNix file system[48]. Most local file systemsesemblat, andeven
thosethatdiffer greatlyin their design,endup adaptingto its structure.This adaptionis mandated
by the VFS interfacein UNiXx.

Thetwo basicconceptghat FFSis built on arei-nodesanddirectories.Thei-nodeman-

ageshestorageallocationandthedirectoriesmanagehe namespace.

6.1.1 I-nodes

Thebasicstoragemanagementnit in FFSis thei-node. Thei-nodecontainsownership
and accessnformation,in additionto the locationsof the disk blocksthat storethe i-node data.
Becausdhei-nodeis storedon a singledisk block, thereis alimit to thenumberof datablocksthat
canbereferencedn thei-nodeitself. FFSmalkesuseof indirectblocksto allow files largerthanthe
numberof blocksthancanbereferencedy thei-nodeitself.

An indirectblock storesa list of the locationsof datablocksmakingup afile. They can
alsopoint to otherindirectblocksfor even largerfiles. Oneof the improvementsof FFSover the
traditionalUNIX file systemwasto increasehesizeof the disk blocks,which reducedhe number
of indirectblocksneededvhile improving disk I/O by actingon larger chunksof storage.They also

madeaneffort to allocateblocksin the saméefile closetogether

6.1.2 Directories

Directoriesare storedin i-nodeand play a specialrole in the file system.Filesarealso

storedin i-nodes,however, the datacontainedn thefile datablocksarereadandwritten usingthe
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file systemjut the dataitself is not actuallyusedby thefile system.

Thedatablocksfor directoriesareusedby thefile system.As mentionedearlier directo-
ries managahe namespaceof thefile system.In FFS,the directoriesstorethe namesof thefiles
andsubdirectoriesf their childrenalongwith ani-nodenumberin the datablocks.Whenalookup
on anameis done,the directorymapsthe nameto ani-nodenumber Thefile systemkeepsi-node
tablesto mapi-nodenumbergo the appropriatadisk blocksthatstorethei-node.

Applicationscannotread and write the raw datablocks of a directoryi-node. Instead
directorieshave operationsto add, change remove, lookup, and readdirectory entries. The file

systemranslateshe directoryoperationsnto operationn the datablocks.

6.1.3 Virtual File Systems

WhenNFSwasimplementecdon UNiX, it becameapparenthattherewasa needfor an
interfacethatwould allow file systemsnritersto exposetheir file systemto the kernel. To define
theinterface,it wasnecessaryo choosean abstracfile systemmodelthatthe file systemswould
implement.

Theinterfaceis calledthe VFS [28] andthe abstracimodelis patternedafter FFSusing
i-nodesanddirectories. Specifically eachfile or directoryis representethy ani-node. Thetypes
of operation®on thei-nodedependon whetherafile or directoryis representedror files, the basic
operationsareread,write, andtrunc. The basicoperationgor directoriesarelookup,createdelete,

renameandreaddirectory
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Figure6.1: Brave integrationinto the Linux VFS.
6.2 Integrating Brave and SCARED into the VFS

Having introducedthe VFS, it is usefulto revisit briefly the nenv objectparadigmintro-
ducedby SCARED.Normally, adisk exposesablockinterface,sothefile systemmustmanagehe
mappingof blocksto i-nodes.This meanghatthefile systemmustkeeptrack of freelists, aswell
asmaintaintheblock locationsin thei-nodesandindirectblocks.

By usingobjectbasedhetwork storagewe move the managemendf the disk blocksand
i-nodesto the storagedevice. Brave mapsthe VFS i-node operationdirectly to operationson the
SCAREDobjects. This offloadsthe block allocationand managementasksfrom the client to the
network storage.

As mentionedn the previous chaptersomeof the metadataoperationsequireadditional

work by the clientfile systemto presere theintegrity of Brave. In ourimplementatiorthis turned
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outto besurprisinglyeasy Thebiggestcomplicationwascreatingani-nodefrom directoryentries.

In FFSadirectoryentrysimply mappeda nameto ani-nodenumber A SCAREDdirec-
tory entry mapsa nameto alocation. Thereis no conceptof ani-nodenumberin eitherSCARED
or Brave. Whena lookup is doneandani-node mustbe created Brave extractsthe information
onthelocationof the objectfrom thedirectoryentry andinstantiatesani-nodeplacingthelocation
informationin a privatefile systemspecificmemberof thei-nodestructure.Thei-nodenumberis
ignoredby Brave.

Whenthei-nodeis used Brave will needto establisha connectiorto thenetwork storage.
Sincethehostnameof thenetwork storages storedn thedirectoryentry, Brave will needto resohe
the hostnameto an IP addressn orderto make the network connection.Brave usesa userlevel
daemonpraved to resohe thenamesandcreatethe connection.Thisis becauseulesandfunctions
to do hostnameresolutionarein thesharedC library, whichis notloadedby thekernel.

Figure6.1shawvslinks betweerBrave, the otherpartsof thekernel,andbraved Whenthe
Brave moduleis insertednto thekernel,it createsa new processaandexecuteghebravedprogram.
Before startingexecutionit makesthe standardnput and output streamsof the new processend
pointsof pipes.The Brave kernelmoduleandbravedthencommunicatever thesepipe.

Whenaconnectiomeeddo beestablishedthe Brave kernelmodulewill sendamessage
throughthe pipeto bravedcontainingthe hostnameof the device to which the connectioris to be
made.Thebravedprogramuseshe Posixgethostbynameoutineto resole the P addressandthen
opena TCP connectionto that host. Eitherthe opensoclet numberor a —1, if unsuccessfulyill
be returnedto the kernelthroughthe pipe. If the connectionsucceedsthe Brave kernelmodules
will find the soclet indexed by the soclet descriptorin thefile descriptortablefor bravedanduse

that soclet to communicatewith the network storage.A similar procesds usedto closethe TCP
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connectionaswell as,obtainthekeysto make SCAREDrequests.

The final piecethat links Brave into the Linux kernelis the pagecache. Brave takes
advantageof theLinux pagecachesothatit only needdo handlereadsof pageghatarenotalready
in the cacheandwrites. Wheneer oneof theseconditionsoccur a callbackis issuedby the page
cacheon the Brave i-node. The readandwrite functionsare thendirectly mappedto SCARED

requestgo fulfill therequest.

6.2.1 Allocation Management

Brave allowsfilesanddirectoriego resideondifferentSCAREDdevicesthantheir parent
directories.Sowhenanew file or directoryis createdthe VFS needgo decidewhich device to use.
If the samedevice is alwaysused,the performancenf Brave will bethatof a singledevice. Other
considerationglsoneedto be takeninto account,suchaswherethe new file or directoryis to be
used network locality of accesseshefree capacityof availabledevices,theestimatedoadthatthe
new file or directorywill generateandthe currentload of availabledevices.

We choseto usea simpleallocationpolicy thatwould allow behaior thatcould bewell
understoody usersof Brave andallow the variablesmentionedabove to betakeninto account.It
shouldbe notedthat mary of the above variablesarereally only known by the userat allocation
time.

Our allocationpolicy is very simple, unlessindicatedotherwiseby the user a new file
or directoryis createdon the samedevice asits parent. A usermay indicatethat the newv object
shouldbe createdon a differentdevice usinga specialsyntax. Whenthe new file namecontainsa
substringof theform “@{host”, the VFS allocateshe nen objecton the device thatcorresponds

to the givenhostnameThe specialsubstringis removed beforeit is insertedinto thedirectory For
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examplethefile “foo@{host.domaif” will becreatedasa file with the name“foo” onthedevice

thatcorrespond$o “host.domain”.

6.3 Implementing SCARED

The SCARED objectmodelwas designedo be assimple as possible,so we were sur
prisedatthe compleity of implementinghe SCAREDsener. SCAREDdoesnotneedto maintain
afile systemhierarchyor worry aboutreferentialintegrity, soit is simplerthana normallocal file
system.However, it mustmaintainthe informationthatis normally containedn ani-nodeaswell
asthelist of freeblocksonthedisk. Thus,the objectbasedliskis significantlymorecomple than
adisk thatsimply need€o mapblock requestdo sectionsof adisk.

Ourimplementatiorof the SCAREDdevice bearsstrongresemblancéo FFS.An object
identity is mappedo a disk block that containsthe info block and ACL for the object,aswell as
pointersto thedatablocksor indirectblocksif neededThe device mustalsomaintainalist of free
blocksjustlike FFS.To provide fastrecovery from power failuresandrebootswe journalthe meta
datarequest.

Eventhoughthe codeis not muchsimplerthana local file system SCARED doeshave
a shortercodepathwhendoinglookupsof objects. This is becausehe objectidentifieris usedto
directly index the disk block that containsthe objects datablock locations. This allows usto skip
the directory searchingandthe iterative lookupsthat are neededn the local file system. (These
lookupstake placein Brave attheclient.)

It shouldbe notedthatwe could have adopteda muchsimplerimplementatiorsimilar to
the Bullet file system thatwould have resultedin muchsmallercode;but would have left us with

a defragmentatiomproblemaswell asrequirementhat the clients be ableto cacheentirefiles at
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locally. Fortunately the objectabstractiorallows for changingthe implementatiorof the storage

managemenrdndallocation.

6.4 Summary

In summarywe wereableto doaproofof concepbof Brave andSCAREDby implement-
ing a Brave file systemat the clientanda SCARED sener in both Java and C. The semanticsof
SCAREDmappedwell into the operationghat Brave require.

Whenimplementingthe Linux VFS, the only difficulty wasthe resolutionof hostnames
by the kernel. The useof host namesinsteadof IP addressesllows a level of indirection that
easeghe movementof network storageto different subnets. Becausenameresolutionis highly
configurablewe usea userspacedaemorto do theresolutionausingthe C sharedibrary.

The C implementatiorof SCARED illustratedthe compleity thatis introducedoy mov-
ing from a block interfaceto an objectmodel. Eventhoughwe have adopteda very simpleobject
model,we have to do the samemanagementdf free spaceandstoragenanagemerthata local file
systemmustdo. The flat namespaceandobjectidentifiersdoesreducethe amountof codein the

implementatiorandthe codepathat runtimewhendoing metadataoperationsuchaslookups.
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Chapter 7

Conclusions

As clientsbecomesnoreconnectedit becomesmperatve to have a scalableandsecure
methodof accessingetwork attachedstorage We have reviewedthe currentmethodsof providing
distributedfile servicesandthe commonwaysof securingthem. We have identifiedthe problems

with thesecurrentmethodsandproposedvaysto overcometheir deficiencies.

7.1 Contributions

By building uponthe SCARED objectmodelandthe SCAREDauthenticatiorprotocol,
we have beenableto implementan authenticatedenerlessfile system,Brave. BecauseBrave is
implementedat the client and doesnot requirea centralfile sener, we remove the limitations to

scalabilitythatfile senersbring.

7.1.1 Comparisonto RelatedWork

The mostpopulardistributedfile systemsNFS and CIFS, suffer from security aswell

asscalability problems.Both systemsareinappropriatefor usageon untrustednetworks because
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of the simplicity of compromisingheir securitysystemsandbothrequirethefile systemto reside
entirelyonasinglesener.

Clusteringand NASD aretwo waysof increasingthe scalability of the singlesener. A
clusterthathasa clusterfile systemsuchasthesenerlesdile systemgcanexportanNFSfile system
from eachnodeof thecluster;which allows the clusterto handlemary moreclientsandexportmore
storagghanasinglesener, but it is still limited by the sizeof thecluster

In similar ways,NASD allows the sener to grow by offloadingthefile datasener func-
tion to the storagedevices. It hasbettersecuritypropertieghatallow confidentialityandintegrity
guaranteebetweerclientsandstoragedevices,but it still reliesonthefile senerto sene themeta
dataand generatecapability keys, which limits the scalability of the file system. NASD alsore-
qguiresmodificationof the clientssothatthe clientsareableto directfile datarequests$o the storage
devicesinsteadof the sener. NASD doesnot useidentity keys which increaseshe numberof keys
managedtthe clientandobtainedfrom thefile sener. Otheradvantageof SCAREDover NASD
aresharedacceskeys andmoreefficient freshnesguaranteesvhenusingsessiorbasedorotocols.

In mary ways, the Brave file systemis closestto AFS. It hasthe unified namespace
of AFS which allows it to scaleby distributing the file systemover multiple seners. Brave has
threemain advantagesover AFS. First, SCARED devices do not mandatea specificsecurityin-
frastructurejnsteadthey canbeincorporatednto the existing securityinfrastructure Second AFS
managedile systentreesin termsof volumes.Eachvolumesener maintainsthe file systemhier
archyfor thatvolume. In effect, AFS transparentlymountsthesefile systemdo achieve a unified
namespace.SCARED manage®nly individual files anddirectories.This meanghat SCARED's
allocationis muchfiner grainedthan AFS. It alsoallows files to be stripedacrossmultiple disks,

somethingthat cannotbe donewith AFS. Finally, the clientsmanagewvhereobjectsareallocated.



95

Normally, AFS requiresan administratorto managea volume group, but Brave allows clientsto
put files anddirectorieson ary storagedevice they choose.This not only givesthe clientsgreater

freedom but alsoeliminatesa managemenskfor administrators.

7.1.2 Specificadvantagesof SCARED and Brave

Brave and SCAREDhave their own uniqueadvantagesBrave offers scalabilityin terms
of theamountof storageaswell asthenumberof clients. Brave’s strongauthentications theresult
of the strongauthenticatiorof SCARED. The objectmodelusedby SCAREDis powerful enough
to eliminatethe needfor afile sener andstill provide authenticatedccesgo storage.Finally, the
SCARED protocolallows for simplified key managemenivhile makingfew requirementon the
network topology

The client directedallocation provides two kinds of scalability First, asthe needfor
storagdncreasesnev SCAREDdevicescanbeaddedo the network. Theadditionof thedeviceis
independentf ary centralauthority sotheaggreationof storagecangrow withoutbound.Second,
the allocationdecisionsare madeat the client. This meansscalingis not limited by management
overhead.Eachclient managests own storage so asthe numberof clientsandstoragegrows, so
doesthefile system.

Brave andSCAREDalsooffer strongauthenticatiomuaranteesllowing usto have more
securitythanary of theavailablefile systemsTheability to controlaccesgo thediskis dependent
uponthe SCAREDobjectmodel. Themodelgivesacontrolpointfor doingaccesgontrol. Without
anobjectmodel,accesss doneonablockbasis.Usually asin thecaseof Fibre Channelthediskis
alsodividedinto partitions.Withouttheobjectmodel,accesgontrolcanonly becorvenientlydone

onadisk or partitionbasis.Theonly otherpoint of accessontrolis thedisk block. Unfortunately
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the disk blocksaresmallenoughthatto do accessontrolonindividual blockswould requirea lot
of work to corvey to thedisk which groupof blocksa clientis allowedto access.

With the objectmodel,the disk blocksare groupedinto objectswhich sene asanideal
point of accessontrol. We areableto attachaccessontrollists to the objectsto allow easierkey
managemerdt boththe clientsandstoragedevices.

The ability to provide the correctgranularityof accessontrol is reasonenoughto use
the SCARED objectmodel, but thereare even more advantagesn termsof objectallocationand
managementBy allowing the disk to managethe allocationof disk blocks, mary of the synchro-
nizationissuesassociatewvith managingllocationscanbe“centrally” atthediskitself. In addition,
the disk canalsobe usedasa synchronizatiorpoint for metadataoperationssuchasfile creation
anddeletion.

Along with theobjectmodel,we have presenteé@ndanalyzeda methodof off-line shared
key derivation and an authenticatedetwork protocol. The key derivation avoids the computa-
tion overheadof public key operationsaandthe infrastructurerequirement®f othersymmetrickey
authenticatioomethods.Theauthenticatiomprotocolprovidesidentity, integrity, andfreshnesgjuar
anteeswithoutrequiringthe useof heary cryptographicoperationsr encryption.

We have validatedboth SCARED and Brave by implementinga SCARED sener and
Brave clientin theform of a Linux VFS. Theimplementatiorvalidatedthe simplicity of the Brave
client whenusedwith SCARED. It alsoillustratedthe increaseccompleity of a storagedevice,
whenit needgo do morethanjust directmappingof requestgo disk blocks.

In conclusion,SCARED is a flexible objectmodel and security protocol which canbe
usedin avariety of ervironments.Whenusedwith Brave, the combinationresultsin afile system

thatworkswell in botha LAN andWAN ervironment,makingit perfectfor useon the Internet
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becaus®f its scalingandsecurityproperties.The smallfootprint of Brave allows it to beusedin a

smalldevice, aswell asalarge sener.

7.2 Future Work

The purposeof the currentwork wasto establisha basisfor building a distributed file
systembasedon authenticatedhetwork attachedstorage. The currentdesignis robust enoughto
allow for additionalsemanticdo be addedto the SCARED modelandnen schemedor mapping
file systemfiles anddirectoriesonto the SCARED devices. Specificallysemanticanay be added
to enabledifferentforms of caching. Locking is alsomissingfrom Brave and may be supported
by extending SCARED. Allocation and load balancingcould aid in the performancescaling of
Brave. Stripingandmirror couldimprove the performancef largefiles andprovide redundang for

performancendreliability reasons.

7.2.1 Caching

Wehave asimplenotionof cachecohereng thatallows usto have acachingmodelsimilar
to AFS without a lot of overheadat the storagedevice. In our currentimplementatiorof the Brave
client, we do only in-memorycaches.Dependingon the network bandwidthandlateny between
the clientandstoragedevice it maybe moreefficientto have a large on-diskcacheat the client, as
is usedwith AFS.

It is alsopossibleto simplify the storagedevice by usingatime basectachingpolicy like
NFS.This would eliminatethe needto trackobjectsthe clientsareinterestedn, aswell astheneed
to sendcachecall backs. On the otherextreme,a more strict cachecohereng protocol, like the

oneusedin DFS,canbeused.This would requiremorestateat the storagedevice, aswell asmore
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communication®etweerthe clientsandstoragedevice.
Becausef the distributed natureof Brave, we believe the bestpolicy would beto allow
clientsandstoragedevicesto negotiatethe cachingpolicy onaperdevice, or evenperobject,basis.

Thiswould allow for awide variety of clientsandstoragedevices.

7.2.2 Locking

We have not addressetbcking. Distributedfile systemssary ontheir supportof locking.
NFShasa locking protocolthatis usedwith thefile sharingprotocol. CIFS hasstrict locking built
into it. AFS doesnotsupportfile locking.

It is our belief that locking is bestdoneoutsidethe file system. However, locking se-
manticscanbe addedto objectsor to directoryentries. Sincefiles may be stripedacrossmultiple
objects,doing the locking on the directory entry would allow for centralizedmanagemenof the
locksfor the setof objectsthatconstitutethefile or directory

Anotherapproacho locking would be to simply usea separatdocking service. Infor-
mationon which serviceto usecould be encodednto the directoryentry While this would allow
locking to be donewithout having to addsemanticso SCARED,work would needto be doneto
insurethatthe authorizationdor the locking serviceand SCARED objectsthat correspondo the

locksaresynchronized.

7.2.3 Striping and Mirr oring

Ourcurrentimplementatiorof Brave hasa one-to-onenappingoetweerafile or directory
anda SCAREDobject. Greateperformanceanbeobtainedby stripingfiles anddirectoriesacross

SCAREDobjects.Replicatingfiles anddirectoriesover multiple objectsallows clientaccessven
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in the presencef network anddevice failures.Replicationalsoincreaseshe numberof clientsthat
areableto access givenfile or directory

Theformatof the directoryentry dataallows for thelocationof a file or subdirectoryto
bein avariety of formats. Currently the only typesof locationsare symboliclinks andpointersto
singleobject.More complicatedocations,suchasalist of objectsthefile or directoryis replicated
acrossor a list of objectsanda stridesizefor striping, canbe storedin the entry datato allow a
variety of stripingandmirroring schemes.

Thedifficulty managinga file or directorythatis storedon multiple objectsis the coor
dination of the updates. When only one objectis involved, the device managingthe objectalso
senesasapoint of synchronizationWhenmorethanoneobjectis involved, we no longerhave a
synchronizatiorpoint.

If locking semanticsvereavailableto the Brave clients,they would beableto coordinate
updatedo the objects;althoughrecorery from client failureswould still needto be addressedIt
would benicerto beableto provide theability to do thenecessargoordinationwithoutfull locking

semantics.

7.2.4 Allocation and Load Balancing

Currently we allow theuserscompletecontroloverwherenew objectsareallocatedvhen
afile or directoryis created.This type of allocationis usefulbecausea usermayhave a betteridea
of how, where, andwhenafile will beusedthanafile sener couldpossiblyhave. As files areused,
afile sener, if therewereone,would be ableto detectaccespatternsandhot spots,move files to
localizeclientaccessandspreachot spotsacrossievices.

The problemwith this kind of load balancingand allocationmanagemernis the lack of
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a centralsener. Potentially a device could gatherlocal information on objectaccesseand an

allocationmanagercouldgatheraccesstatisticsto make moreglobalallocationdecisions.
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Appendix A

Key Data Encoding

SCAREDKkey datais madeup of asetof attributesthatcorrespondo akey. Eachattribute
is encodedy a byte representinghe attribute type, a byte representinghe length of the attribute
datafollowedby theattribute data.Usingthis encodingatmost254attributedtypescanbeencoded
sincethetypeszeroand255areresened. Also, theattribute datacanbeatmost255hbytesin length.

The datathatcorrespond$o a SCAREDkey is madeup of a setof attributesthat corre-
spondto a key appendedo the attributesof the keys from which it wasderived. Sincethekeys can
be derived from a numberof otherkeys, the attributesof the parentkeys needto be delimited. We
delimit eachsetusingtheoctetOxff. Thus,key datawill becomposedf setsof attributesdelimited
by the octetOxff, wherethefirst setof attributesarethe attributesassociateavith thefirst key from
which all of the subsequerikeys arederived.

TableA liststhedefinedattributetypes.Theseattributesfall into threecateyories:identity,
capability andinformational. The attributesin eachof thesecatayorieswill be describedn the

following sections SectionA.4 describeshealgorithmfor evaluatingtheattributesto checkaccess.
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octet | type

0x01 | clientid
0x02 | objectid
0x03 | permission
Oxfd | expiration
Oxfe | salt

TableA.1: SCAREDattribute typesfor key data.
A.1 Identity Attrib ute

Theidentity attribute corveys theidentity of the possessoof thekey. Thisidentity could
take the form of a 16-bit UID or GID, or a variablelengthstring, or ary othersequencef bytes
identifying a client. In our currentimplementatiorwe have chosento have the useridentifiers
restrictedto 128-bitnumbers.This allows for globally uniqueidentifiersto be generatedndused.
Thuseachidentity attribute will have 16 bytesof attribute dataassociatedvith it.

While it is concevablethata key could have only oneidentity associatedvith it, in our
applicationswe associatanultiple identitieswith a key. A userwill generallyhave her 128-bit
identity in the key data,aswell asthe 128-bitgroupids of the groupsto which shebelongs.Each
identity will beaseparateattributein thekey data.

Whenevaluatingthe key, theidentitiesin an attribute setwill betreatedasa union. This
meanghataddinganidentity to an attribute setwill broadenthe access key has. Whenderiving
a key thatcontainsanidentity attribute, the derived key will only have a subsebf theacces®f the
parentkey. This meanghatakey, K’ thatis derived from akey, K with the identity attributesfor
A, B, andC, andhastheidentity attributesfor B and D in the key datafor K’, will only identify
thepossessoof K’ asB. EventhoughD is in thekey datafor K, it is ignoredsinceit is notin the

key datafor K.
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Permission | Mask

read 0x0001
write 0x0002
delete 0x0004
admin 0x0008

TableA.2: Permissiormasksfor the permissiorcapabilityattribute.
A.2 Capability Attrib utes

TheoctetsOx02 and0Ox03 arecapabilityattributes. They describevhatthekey cando as
opposedo who possessethekey. TheoctetOx02is theobjectcapabilityandrestrictsthe capability
to aspecificobject,andthe octetOx03is thepermissiorcapabilityanddescribeshe permissionof
the capability

The object capability binds the capabilityto a specificobject. It is always 16 bytesin
lengthandtheattributedatawill containtheOID of theobject.If therearemultiple objectsattributes
in anattribute set,the capabilitywill applyto bothobjects.As with identity attributes,aderivedkey
mayincludeobjectcapabilitiesto furtherrestrictthe objectsto which a capabilityapplies,but they
cannotincreaséhe numberof objectsto which a capabilityapplies.

By itself, the objectcapability attribute doesnot carry any permissionsso unlessit is
derived from a key with permissionattributesor an identity attribute, the key would not be able
to do arything. A permissioncapability attribute gives permissionto the holder of a key. The
permissiomattributeis usually 16-bitsin size. It is a bit mask,whoseinterpretatioris givenin table
A.2. Only thefirst setof attributescanadda permissiorto akey. Permissiorcapabilitiesin ary of
the otherattribute setswill only furtherrestrictthe permission®f akey. If the permissiorattribute
is notaccompaniedy anidentity or objectcapabilityattribute andis notderivedfrom akey with an

identity or objectcapabilityattribute, the permissionappliesto all the objectson a storagedevice.
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Soakey with just the readpermissioncapabilityattribute would be ableto readall objectson the
storagedevice.

It shouldbe notedthat capability attributes and identity attributes can be mixed. For
example,if thereadcapabilityattribute occurswith the identity attribute for B, the key is ableto
readall objectsthat B canread.Anotherexamplewould be anobjectcapabilityattribute for object
I andtheidentity attribute for B. This key would be ableto readI if B couldreadI, but it would

notbeableto read.J evenif B couldread.J.

A.3 KeyInformation Attrib utes

Therearetwo attributesthat have informationaboutthe key itself andareorthogonalto
the capabilityandidentity aspectof the key. The octetOxfd hasexpirationinformationaboutthe
key, andoctetOxfe describeghe salt usedto derive the key. Both of theseattributesenhancehe
securityaspect®of the key by providing away to limit thelifetime of the key andto randomizethe
generatiorof the key.

Limiting thelifetime of the key limits thewindow of opportunityfor anattacler to usea
compromisedkey. The expirationtime is relative to the local timer on the storagesincewe do not
requireaglobalclock. Thetimer is a 64-bit big-endiamumberandthe unitsareseconds.

A saltis anumberthatis addedo thederivationof thekey to introducerandomnessThe
saltitself neednot be random. Saltsareusually 128-bitnumbers.The storagedevice doesnot use
thesaltfor anything.

Sinceresponséeys mustbe uniquebut do not carry ary accessights, their key datais
only madeup of salt. For example,a responsekey will usuallytake the form of the octetOxfe

followed by thelengthof the salt, usually16, then16 arbitrarybytes. The saltdoesnot have to be
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randombut mustbe uniquein relationto a network storagedevice.

A.4 KeyData Evaluation

To determinetherightsandvalidity of a key, the storagedevice mustevaluatethe setsof
attributesin the key datastartingwith thefirst setof attributes. Thefirst stepin attribute evaluation
is to checkfor an expiration attribute. If oneis presentand expired, the key will be rejectedas
expired.

The next stepis to checkfor anidentity attribute. If oneis presenthe accesdist for the
talgetof therequesis checledto insurethatthe operationis permitted.

Assumingthattheaccesdist permitsthe operationthethird stepis to checkthatthe OID
of the taigetis in one of the object capability attributes. If thereare objectcapability attributes
presenandthetamgetof theoperationis notin oneof the capabilitiestherequeswvill berejected.

The fourth andfinal stepis to checkfor the permissionattribute. If thereis no identity
attribute andthereis no permissiomattribute andthefirst attribute setis beingevaluatedthekey is
rejectedasinvalid. If a permissionattribute is presentthe key is rejectedif oneof the permission
attributesdoesnot allow therequesteaperation.

The stepsare repeatedor eachset of attributesin the attribute set. If the key is not
requestedn ary of the passesthe operationis permittedby the key data. Beforethe operationis
actuallycarriedout, thefreshnesguaranteemuststill bechecledandthekey correspondingo the

key datamustbe generatecindthe MAC checled.
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Appendix B

Pseudo-RandonFunctions

Thefollowing wastakenfrom thelecturenotes[14] of CynthiaDwork’s Foundationsof

Cryptographyclassat Stanford. Thesenotesdrav heavily from [37, 19, 33].

A truly randomfunction f : {0,1}" — {0, 1}" hasno short(polynomialin n-sized)
representationintuitively, a pseudo-randorfunctiong = ¢, : {0,1}" — {0,1}",

specifiedby a short(say O(n)-bit) seed,s polynomial-timeindistinguishabldrom a
truly randomfunction,in thata polynomial-timeboundedadwersary queryinga func-

tion h atadaptvely choserpointsz € {0,1}", cannotdeterminewhetherh is pseudo-
randomor truly random.

Notation. Let N denotethe setof all naturalnumbers.Let I™ denotethe setof all
n-bit strings,{0,1}". Let U,, denotethe randomvariableuniformly distributed over
I,

Thefollowing definitionsaretakenfrom [37]. Seealso[19, 33].

Informally, a pseudo-randorfunctionensemblés anefficient distribution of functions
that cannotbe efficiently distinguishedrom the uniform distribution. Thatis, an ef-
ficient algorithmthat getsa function as a black box cannottell (with non-ngligible
succesprobability) from which of the distributionsit wassampled.To formalizethis,
we first definefunctionensemblesandefficient functionensembles:

Definition 4 (function ensemble).Let/ andk beanytwoN — N functions.AnI¢ —
I* functionensemblés a sequencd” = {F}, },,cn of randomvariables,suc that the
randomvariable F,, assumesaluesin the setof 7¢(™) — 1%(") functions. Theuniform
I s I* functionensembleR = {R,},en, hasR, uniformlydistributedover the set
of I4") s 1%(n) functions.
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Definition 5 (efficiently computablefunction ensemble).

AfunctionensembleF' = {F, }.¢n, is efficiently computablef there exist probabilis-
tic polynomial-timealgorithms,Z and V, and a mappingfrom stringsto functions,¢,
sud that¢(Z(1™)) and F,, areidenticallydistributedandV (i, z) = (4(7))(x).

We denoteby f; thefunctionassignedo : (i.e. f; def ¢(3)). Wereferto 7 asthekey of
fi andto 7 asthekey-geneating algorithmof F'.

For simplicity, we concentrateon the definition of pseudo-randonfunctionsand on
their constructionon length-preservindgunctions. The distinguisherin our setting,is
definedto be an oraclemachinethat canmake queriesto a length-preservindunction
(which is eithersampledrom the pseudo-randorfunction ensembler from the uni-
form functionensemble) We assumehaton input 1" the oraclemachinemakesonly
n-bit queries.For ary probabilisticoraclemachine,M, andary I"™ — I™ function, O,
we denoteby M©(17) the distribution of M’s outputon input 1" andwith accesgo
0.

Definition 6 (efficiently computable pseudo-randomfunction ensemble). Aneficiently
computablel™ — I™ functionensembleF = {F, }nen, is pseudo-randorif for ev-
ery probabilistic polynomial-timeoracle madine M, every polynomialp(-), and all
suficientlylargen’s

1
Pr M (1" = 1] — Pr [ ME(1") = 1]| < —
[Pr [M™ (1) = 1] = Pr M (1) =1]| < 7
whee R = { R, }nen is theuniformI™ +— I™ functionensemble
In this thesiswe usethe term “pseudo-randoniunctions” as an abbreiation for “effi-

ciently computablepseudo-randonfunction ensemble”. We alsorefer to the key, 4, of f; asthe

secretusedwith the pseudo-randorfunction.
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