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Abstract—In this paper, we present the design and performance evaluation of Oasis, an active storage framework for object-based storage systems that complies with the current T10 OSD standard. In contrast with previous work, Oasis has the following advantages. First, Oasis enables users to transparently process the OSD object and supports different processing granularity (from the single object to all the objects in the OSD) by extending the OSD object attribute page defined in the T10 OSD standard. Second, Oasis provides an easy and efficient way for users to manage the application functions in the OSD by using the existing OSD commands. Third, Oasis can authorize the execution of the function application in the OSD by enhancing the T10 OSD security protocol, allowing only authorized users to use the system.

We evaluate the performance and scalability of our system implementation on Oasis by running three typical applications. The results indicate that active storage far outperforms the traditional object-based storage system in applications that filter data on the OSD. We also experiment with Java based applications and C based applications. Our experiments indicate that Java based applications may be bottlenecked for I/O-intensive applications, while for applications that do not heavily rely on the I/O operations, both Java based applications and C based applications achieve comparable performance. Our microbenchmarks indicate that Oasis implementation overhead is minimal compared to the Intel OSD reference implementation, between 1.2% to 5.9% for Read commands and 0.6% to 9.9% for Write commands.

I. INTRODUCTION

Recently, object-based storage [1], which combines the advantages of the data sharing and secure capabilities of NAS [22] with the high-speed, direct-access of SAN [21], has been the subject of extensive research and development in the storage area. Numerous prototype systems (e.g., Lustre [7], Panasas [6] and Ceph [23]) using object-based technology have been developed by the industrial R&D community. The object-based storage interface standard (also referred to as the T10 OSD standard [10]), which is being developed by the Object-based Storage Device (OSD) technical working group within the Storage Networking Industry Association (SNIA) and the INCITS T10 Technical Committee, has defined the basic command set for the SCSI object-based storage device.
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It aims to promote object-based storage technology and further increase the market share for object storage products.

On the other hand, numerous academic research institutions have made contributions to the T10 OSD standard by integrating various technologies, such as Quality of Service (QoS) [13] and storage security [12], into the standard. However, the existing T10 OSD standard does not sufficiently expose the intelligence/capabilities of object storage devices. Since object storage devices can manage the location of object data itself and the object has attributes that contain rich semantic information, the object storage devices have the potential to be much more intelligent than a storage device based on the traditional block interface.

In addition, active storage technology [2] [3] [4] has shown to be one of the most interesting approaches to express the intelligence of storage devices. By exploiting the processing power of the storage device, active storage is not only able to filter data and reduce the bandwidth requirement on the network, but also provide aggregation processing capabilities through the parallelism of the disks.

There have been several efforts to integrate active storage technology into the T10 OSD standard. Qin et al. [8] proposed a hybrid approach to scheduling code in object-based storage device to execute. Both John et al. [9] and Devulapalli et al. [24] presented an implementation of active storage framework for the T10 OSD standard. However, their implementations are preliminary, and do not validate their systems on a variety of data intensive applications, thus they cannot fully demonstrate the advantage of object-based technology. Besides, to make the OSD product involved in active storage framework widely accepted by OSD consumers, we believe that some important characteristics should be considered. Specifically, supporting transparent and multi-granularity processing, convenient management and security.

Earlier work has pointed out the importance of the above characteristics. For example, MVSS [4] has stated the necessity of transparent and multi-granularity processing. Security has been examined in the SRPC framework [31] and management has been discussed in the work on iosD [24],...
Load-managed Active Storage [32] and Lerna [26]. Basically, these characteristics will make OSDs easier to use and more sophisticated.

In this paper, we present the design and performance evaluation of an active storage framework called Oasis that integrates the above features and is based on the current T10 OSD standard. Specifically, Oasis has the following unique advantages.

First, Oasis frees users from needing to remember the details of application functions (application-specific code that can be downloaded and executed on the user data, e.g., compression, classification, etc) and enables users to transparently process the OSD object. In addition, Oasis supports different processing granularity (from the single object to all the objects in the OSD) by extending the OSD object attribute page defined in the T10 OSD standard.

Second, Oasis provides an easy and efficient way for users to manage application functions. Users can conveniently create, remove and list application functions in the OSD whenever they like by using existing OSD commands.

Third, as a preliminary security solution, Oasis can authorize the execution of the application function in the OSD by enhancing the T10 OSD security protocol, thus preventing unauthorized users from intentionally destroying the system.

We also evaluate the performance and scalability of Oasis by running three typical applications: Database Selection, Blowfish Decryption and Edge Detection. They are all representative of the data analysis applications in the real world and are widely used in various fields. We also examine the impact of the C and Java programming languages on the code execution efficiency, and evaluate our system implementation overhead by comparing Oasis with the Intel OSD reference implementation. Our work on design and evaluation on the standard provides an important reference to the OSD community.

The rest of the paper is organized as follows. We summarize background and related work in Section II and elaborate the design and implementation of Oasis in Section III. In Section IV, we evaluate the implementation of Oasis and discuss the results of running various applications on the Oasis prototype. In Section V, we conclude the paper and point out directions for future research.

II. BACKGROUND AND RELATED WORK

In this section, we first give an overview of object-based storage and the T10 OSD standard. Second, we present the related work on active storage and then motivate our research.

A. OBJECT-BASED STORAGE AND THE T10 OSD STANDARD

With the rapidly escalating storage requirements of enterprises, object-based storage [1] has emerged as one of the most promising technical solutions to next-generation storage systems in the past few years. It offloads storage management functions from the host operating system to the intelligent object-based storage device (OSD) that manages its own storage space and exports an expressive object interface. Object-based storage systems, such as Lustre [7], Panasas [6] and Ceph [23] that combine the advantages of NAS [22] and SAN [21], can provide high throughput, reliability, availability and scalability.

The object-based storage interface standard (also referred to as the T10 OSD standard) aims to promote the development of the object-based storage technology. A recent revision, i.e., the T10 OSD-2, was ratified by ANSI in January 2009. It defines the basic SCSI object-based storage device commands (e.g., READ and WRITE command) that are responsible for reading or writing object data from/to the OSD. Besides, it defines four kinds of objects, namely, root object, partition object, collection object and user object. Root, partition and collection objects are a great aid for addressing and retrieving user objects, which store user data (such as files and database records). Each object is identified by an object ID, and consists of data and attributes that express the specific characteristic of object (e.g., creation time, access time, etc). These attributes are organized into pages for identification and reference. Each attribute item in the attribute page can be indexed by a combination of attribute page number and attribute number. Moreover, this standard defines a capability-based security model. A client wishing to access to storage devices can acquire a capability from a metadata server and then presents it to the devices with I/O requests, thus the storage devices can authorize the access to object data according to the capability.

B. EXISTING ACTIVE STORAGE APPROACHES

Active storage [2] [3] [4] [25] [26] [27] [28], which enables computation inside storage devices, has long been an important way to make device intelligent and optimize the system performance. In the earliest work, researchers developed various database machines [16] to increase the performance of database application by exploiting the processing power within the disk arm. These machines failed to gain wide acceptance as they used non-commodity hardware and the performance gains were limited. With the development of the VLSI (Very Large Scale Integrated circuit) technology that makes it possible for the disk drive to have more powerful processing capability, researchers proposed the active disk project [2] [3] to re-examine the database machine work. By partitioning applications (e.g., data mining, image processing) into the host and disk portions, the Active Disk system is able to obtain higher throughput and less response time. In response to the storage and computational demand for DSS (Decision Support Systems) and data warehousing workloads, Keeton et al. [17] presented a computer architecture that utilizes “intelligent” disks, which exploit the low-cost embedded processing capability and improve cost-performance by offloading general-purpose computation from expensive desktop processors. The MapReduce [29] [30] software framework also employs a concept similar to active storage. It splits a large data set into many pieces and distributes them into many commodity-hardware computers that then process the data locally, and merges the results into the output. The recent work [28] also
provides an approach to deploying active storage technology on parallel I/O software stack by extending the MPI-IO interface.

The above work is built on the storage systems based on the block-level interface. Since object-based storage technology may be the next wave in the storage field, a lot of studies have gradually focused on building the active storage system on object-based storage platforms. Huston et al. [18] presented diamond, an active storage architecture designed to address the issue of searching non-indexed data from the massive storage system. This system uses the concept of object-based storage, such as object attributes, to perform semantic filter processing in the device. Piernas et al. [5] presented an active storage framework for Lustre [7], which is implemented in user space and proves to be faster and more portable than the previous kernel-space version [33]. However, these two systems are not designed for the general object-based storage platform and do not comply with the T10 OSD standard.

Our work is closely related to Qin et al.'s [8], John et al.'s [9] and Devulapalli et al.'s [24]. They have also built their active storage frameworks on the T10 OSD standard. However, their evaluation is not comprehensive. In addition, few of them have taken into account transparent and multi-granularity processing, flexible management of the application function or concrete methods to enable the security of execution.

Recently, the SNIA OSD committee devoted themselves to add OSD intelligence into the third version of T10 OSD standard (i.e., T10 OSD-3). Researchers from the University of Connecticut submitted an active storage proposal to the OSD committee. The proposal elaborates how to enable the execution of remote methods in a virtual machine environment in object-based storage devices. The implementation and evaluation of the standard in our paper is based on our proposal that defines an extended function object, object commands and attribute pages to support active storage in OSD and has been submitted to the SNIA OSD technical working group.

III. OASIS DESIGN AND IMPLEMENTATION

In this section, first we will state the design objective of Oasis in terms of user case. Then we will elaborate the details on design and implementations of Oasis.

A. Design Objective and User Case

Our intuitive design objective mainly comes from the user requirements of transparent and multi-granularity processing, ease of management and security.

a) Transparent Processing

In most cases, a user of an OSD product doesn't wish to remember the details of application functions: how these application functions are programmed, the execution parameters or the identifiers of the application functions. This makes it hard for the user to explicitly schedule the application function to execute.

To enable transparent processing, we have to associate application functions with OSD objects and store this association information into the OSD system, so that when the OSD object is accessed (e.g., READ or WRITE), the associated application function can be automatically invoked to execute.

b) Multi-granularity Processing

A user might want to encrypt anything from a file to a whole directory that contains hundreds of thousands of files. In many cases, encrypting each file one by one is not an efficient solution. In the OSD, we aim to utilize the existing four kinds of OSD objects (i.e., root, partition, collection and user object) that represent different granularity to enable multi-granularity processing.

c) Management

Management policy on previous work [24] [26] [32] has focused on mapping computation load to available hardware resource in terms of system performance. In addition to that, we believe users need an interface for managing application functions associated with OSD objects. For example, the user may download a compression algorithm to the OSD if he wants a file be compressed on the OSD, and may want to remove the algorithm from the OSD to save the storage space once it is no longer necessary. Sometimes, the user may just be curious about which application functions exist on the OSD. Our objective is to utilize existing OSD commands to enable efficient management.

d) Security

The execution of an application function must be safe. The reason is obvious, unsafe execution can result in the wrong results, e.g., a program accesses an invalid memory space. In addition, a user may not want the code that he downloaded to the OSD be used by other users, so access control should be considered. We will give a preliminary security solution to deal with these problems in Section III-F.

B. Architecture Overview

Figure 1 shows the architecture of Oasis in an OSD device. As depicted in Figure 1, Oasis consists of four modules,
namely, the Object Command Handler, the Object Filesystem, the Association Check and the Function Scheduler. Object Command Handler gets and analyzes OSD commands and forwards them to the Object Filesystem that is responsible for reading and writing the object data, as well as performing the management of OSD objects and function objects that represent the offloaded application functions. In this process, Oasis utilizes the commands that are applied to user objects to manage function objects only by specifying the partition identifier of the function objects, thus users (or administrators) can easily and conveniently perform the management of function objects without needing to add new commands to the existing T10 OSD command set or modify the current T10 OSD standard. Association Check is responsible for checking whether there exists any function object associated with the OSD object that is being read or written, reading the function object ID and parameters from the OSD objects’ attributes if the association exists, and then passing these information to the Function Scheduler. Associating the function object with the OSD object provides a flexible and efficient approach to invoking the function object to execute and transparently process the OSD object during the read or write process. Function Scheduler is responsible for scheduling the related function objects to execute according to the function object ID and parameters acquired from the Association Check. Currently, the Function Scheduler performs schedule work on a first come first serve basis. However, when two different function objects need to be scheduled to execute at the same time, a flexible and efficient scheduling scheme is a must. We plan to employ sandbox technology similar to iOSD [24] to solve this problem in our future work. Oasis provides access control for the execution of the function objects by simply extending the Permission Bit Mask of the capability (see Section III-F). The function objects can be executed on the virtual machine in the user space and the execution results will be written to the local disk or returned to the client.

C. Function Object

According to the current T10 OSD standard, the four kinds of defined OSD objects are either used for storing user data (i.e., user object) or used for addressing and retrieving user data (i.e., root object, partition object and collection object). The function object is suggested to hold the offloaded application function (e.g., compression, classification, etc).

Similar to the existing four kinds of objects, a function object is identified by a function object ID and is located in a dedicated partition that is identified by a partition ID set to 1h-FFFFh (see Table I). Besides, a function object contains attributes that describe the basic information of the function object (e.g., creation time, access time, etc). All the function objects are motivated to be executed in OSD to perform operations or analyses on user objects. A function object can be written using the C programming language or a cross-platform language such as Tcl/Python script or JAVA, and the OSD needs to implement the script interpreter or virtual machine to execute the corresponding functions. Figure 2 illustrates a piece of C and Java code for a function object that performs data filtering respectively. Both of them retrieve the data from the input stream, process the data and pass the result to the output stream. Except for the input stream and output stream, such as a file, a buffer or a pipe, there is no other way to communicate with the outside operation system.

Taking the application function as a kind of object provides the following benefits. First, similar to the user objects, we

---

### TABLE I

The extended Partition_ID and User_Object_ID value to the T10 OSD standard

<table>
<thead>
<tr>
<th>Partition_ID</th>
<th>User_Object_ID</th>
<th>Function_Object_ID or Collection_Object_ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0h</td>
<td>0h</td>
<td>Root object</td>
<td></td>
</tr>
<tr>
<td>1h to FFFFh</td>
<td>1h FFFF FFFF FFFF FFFFh</td>
<td>Reserved</td>
<td></td>
</tr>
<tr>
<td>1h to FFFFh</td>
<td>1000h to FFFF FFFF FFFF FFFFh</td>
<td>Function Object</td>
<td></td>
</tr>
<tr>
<td>1000h to FFFF FFFF FFFF FFFFh</td>
<td>1000h to FFFF FFFF FFFF FFFFh</td>
<td>Collection or User object</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II

The extended User_Object Information attributes page contents

<table>
<thead>
<tr>
<th>Attribute Number</th>
<th>Length (bytes)</th>
<th>Attribute</th>
<th>Application Client Setable</th>
<th>OSD Logical Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0h</td>
<td>0</td>
<td>Page Identification</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>1h</td>
<td>8</td>
<td>Partition_ID</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>2h</td>
<td>8</td>
<td>User_object_ID</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>3h</td>
<td>8</td>
<td>Function_Object_ID</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>4h</td>
<td>8</td>
<td>Parameter</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>5h to 8h</td>
<td>variable</td>
<td>Username</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>10h to FFFF FFFFh</td>
<td>8</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
can use the current object commands defined in the T10 OSD standard, such as the CREATE AND WRITE, REMOVE and LIST commands, to manage the function objects, which makes it more convenient to download, schedule and execute the application function. Second, the attributes of the function object provides a unique and effective way for users to understand and use the application function. Third, we can utilize the object-based storage security model to authorize the execution of the application function. We will elaborate these advantages in the following sections.

D. Association

Oasis allows users to associate a function object with an OSD object by saving the function object’s ID and its parameters (e.g., encryption keys) in the OSD objects’ attributes that are organized into attributes pages for identification and reference in the T10 OSD standard. Table II illustrates the extended User Object Information attribute page that contains a function object’s ID and its parameters. By building the association through using the objects’ attributes, the user can easily set and retrieve the association information by using OSD commands. For example, the SET ATTRIBUTES command in the current T10 OSD standard allows setting an attribute value in the OSD object information attribute page.

In addition, such an association design gains several salient advantages. First, the association operation makes it possible to invoke function objects to execute during the read or write process to OSD objects, thus making the data processing in the device completely transparent to the user. Second, this approach provides a simple and convenient way for users to flexibly apply different application functions to different kinds of files. For example, the user can apply an edge detection algorithm to an image file to acquire the edge feature of the image by associating the function object that represents the edge detection algorithm with the user object that represents the image file, while for the database file that contains millions of records, the user can apply an efficient database query to it by associating the function object that represents the database query with the user object that represents the database file. Third, associating function objects with different kinds of OSD objects can support different processing granularity. For example, associating a function object with the root object will affect the whole OSD logical unit, while associating a function object with a partition object will affect all the sub-partitions and files in it. This allows users to take a flexible and wide range of granularity according to different applications. For example, some applications aim at the handling of a single file, while other applications aim at a large-scale scan processing.

In addition, when more than one application function needs to be applied to the user data, for example, a file needing to be compressed first and then encrypted, users can associate multiple function objects with a single user object at a time. The execution order among them is determined by the Attribute Number. The function object identified by the

---

(a) The function object using C code

```c
#include <unistd.h>
#include <stdio.h>
#include <string.h>
#include <stdlib.h>

int main(int argc, char *argv[])
{
    char ch[50];
    long int content=0;
    FILE *inStream;
    FILE *outStream;
    if((inStream=fopen(argv[1], "r"))==NULL) {
        printf("error\n");
        return -1;
    }
    if((outStream=fopen(argv[2], "w"))!=NULL) {
        do {
            if(fgets(ch,50,inStream)==NULL) break;
            if(stncmp(ch, "\n", 1)==0) continue;
            else {
                content=atoi(ch);
                if(content<100) {
                    fprintf(outStream, "%%%d\n",ch);
                }
            }
        } while(!feof(inStream));
        fclose(inStream);
        fclose(outStream);
        return 0;
    }
}
```

(b) The function object using Java code

```java
import java.io.*;
import java.lang.Integer;
import java.awt.*;

public class main {
    public static void main(String[] args) throws IOException {
        File inputFile = new File(args[0]);
        File outputFile = new File(args[1]);
        FileReader data = new FileReader(inputFile);
        FileWriter result = new FileWriter(outputFile);
        BufferedReader br = new BufferedReader(data);
        String s;
        int i;
        while ((is = br.read()) != -1) {
            x = Integer.parseInt(s);
            if (x < 100) {
                result.write(s);
                s = "\n";
            }
        }
        data.close();
        result.close();
    }
}
```

---

Fig. 2. C and Java code for a function object that performs data filtering
Function Object_ID with the smaller Attribute Number is executed first.

Figure 3 shows an example of the association between function objects and OSD objects in Oasis. As the figure shows, file1 is mapped to user object1 and file2 is mapped to user object2, while the directory /dir2 is mapped to partition object1. Associating the edge detection operation with partition object1 will make all user objects mapped from image files under /dir2 (such as file3 and file4) be processed by the edge detection function using parameters4. Associating the sort operation with user object2 will make user object2 mapped from file2 be processed by the sort function using parameters3. For user object1, two kinds of operations, the compression and encryption that are identified by function object1's and function object2's ID respectively have been associated with it. This will make user object1 be compressed first using parameters1 and then be encrypted using parameters2 in the write process, while the reverse processing steps will occur in the read process.

E. Management of Function Objects

For an administrator or even ordinary users, they are usually concerned with the following issues:
1) How to simply and flexibly download an application function to the storage device?
2) How to easily remove an application function from the storage device?
3) How to conveniently view which application functions are there in the storage device?

Since an application function is taken as a function object in the device and is essentially a data stream similar to a user object, Oasis uses the commands (such as CREATE AND WRITE, REMOVE and LIST), that are applied to user objects to manage the function object. The difference is that, as Oasis uses a dedicated partition to store all the function objects, thus all the commands directed to the objects with the same partition identifier as the dedicated partition that holds the function objects will operate these function objects.

Downloading an application function to storage devices will result in unpredictable risks, which will be discussed in Section III-F. Removing an application function from an object-based storage device helps reclaim space from function objects that are no longer used. Through sending the LIST command to an OSD, users can acquire a list of function objects, including the object' ID and attributes. This provides a convenient way for users to understand and make use of the function object and for administrator to better manage the function object. In fact, in order to confirm which function objects are associated with a specific OSD object, users can retrieve the corresponding OSD object attribute page through the GET ATTRIBUTES command that is defined in the T10 OSD standard.

As a result, practitioners/designers even do not have to add a new command, thus reducing the modification to the existing object file system and facilitating the implementation of active storage system on OSD platform. In addition, storing function objects in a dedicated partition makes them easy to find and access.
**TABLE III**

<table>
<thead>
<tr>
<th>Bit</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>59</td>
<td>READ</td>
<td>WRITE</td>
<td>SET_ATTRIB</td>
<td>GET_ATTRIB</td>
<td>CREATE</td>
<td>REMOVE</td>
<td>OBJ_MGMT</td>
<td>Append</td>
</tr>
<tr>
<td>58</td>
<td>DEV_MGMT</td>
<td>GLOBAL</td>
<td>POLICY</td>
<td>M_OBJECT</td>
<td>QUERY</td>
<td>OBL_REM</td>
<td>FUN_EXE</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

**F. Preliminary Security Considerations**

Executing a function object in an OSD can raise serious security risks, which are mainly caused by two aspects: bad code in function objects and illegal users who execute the function objects.

To ensure the function objects to be downloaded are well-written and secure, Oasis only allows the function objects developed by the OSD vendor to be downloaded since the vendor has professional knowledge and tools to write and validate the code. For common users, they only need to know what functions a function object can provide (such as, compression, backup, etc) and decide whether to use this function, but do not need to consider the implementation details on this function.

Some malicious users may modify the code that is created by the vendor and then download it to the OSD. We are trying to apply a security model that employs the public/private key to solve this problem. In one possible security solution, the vendor encrypts every section of code with a private key, and both users and OSDs have a public key to validate the code. The malicious users can access the code using a public key and modify it. But since they do not have the private key, they cannot encrypt the data. Hence they cannot get past the OSD’s validation check. This prevents the users from downloading erroneous or unsafe code that may damage the OSD system.

Besides, Oasis can use the OSD security model defined in the T10 OSD standard to authorize the execution of the function object by simply adding a FUN_EXE bit (see Table III) to the Permissions Bit Mask field in the capability. Similar to the READ and WRITE bits that provide access control for common data read and write operations, the FUN_EXE bit provides access control for the execution of the application functions that have been migrated to the object-based storage device. A FUN_EXE bit set to one allows the function object to be executed on a user object, while a FUN_EXE bit set to zero prohibits the execution of the function object on a user object. A client wishing to access an OSD, requests such an extended capability from a metadata server and sends it to the OSD as the part of the request. The OSD can then use this capability to authorize the execution of the function object, thus efficiently preventing unauthorized users from intentionally destroying the system. An obvious advantage of such an approach is that it is so simple that it requires minimal changes to the current T10 OSD security mechanism.

**G. Additional Considerations**

In addition to the case that multiple function objects can be associated with a user object, a function object can be also associated with a number of user objects at a time. When multiple clients request the same function object to process different user objects at the same time, the function object can be executed in different address space.

Moreover, a function object can be used as a system parser, but not specific to a certain OSD object. In this case, the function object can monitor system resources, data traffic, as well as key features such as object attributes. This will be helpful to designing self-adaptive system. By extending the semantics of the function object, the object-based storage system will become more intelligent.

**H. Implementation Details**

We prototyped Oasis (Object-based Active Storage System) on the Intel OSD reference implementation (REFv20) [11] which includes an initiator on the host side and a target on the OSD side (for one OSD). The initiator contains an OSD file system (OSDFS), an upper level OSD driver and an iSCSI device driver, and communicates with the targets on the OSDs through OSD commands. All the files and directories are stored as objects in the OSDs.

We implemented the function object in C and Java programming language. Both the C and Java code are compiled first before they are downloaded to the OSD. Upon receiving a piece of C or Java code, the OSD automatically converts them to function objects, and then assigns a function object ID for each function object. In accordance with the association approach outlined in Section III-D, they will be scheduled during the read or write process. In our system, we apply a Java virtual machine in the Linux operating system platform. Once the function object is scheduled, the java byte code will be interpreted to run. In the Section IV-C, we will specifically explore the execution efficiency of these two kinds of code by running tests on a variety of applications, in other words, to what extent will adopting a Java virtual machine affect the code execution efficiency though it enables the portability when compared to C.

**IV. Evaluation**

In this section, we’ll first evaluate the performance of Oasis through three kinds of widely used data analysis applications, i.e., Database Selection, Edge Detection and Blowfish Decryption respectively, and then analyze the overhead in building an Oasis system from the aspects of system implementation and management.

**A. Experimental Setup**

Our experiment test bed consisted of a host (or client) and 1, 2 or 4 OSDs. All of these nodes have the same hardware components, each with one Intel 604-pin EM64T
Xeon 3.0 GHz processor, 512MB PC2700 DDR-SDRAM physical memory and a 250GB disk. The host and OSDs are connected via 1Gbps Ethernet. All of these machines run RedHat Linux 2.4.20.

B. Methodology and Workload

We evaluate the performance of Oasis by running three applications shown in Table IV. We choose these applications because they are representative of the data analysis applications in the real world and are widely used in various fields. For example, Database Selection is one of the most important query operations in the database system that apply to the entire dataset and return only Detection is an image processing algorithm that detects the edges or corners of "objects" in a scene (e.g., this application can detect the facial features of individuals in an image). Blowfish Decryption is an encryption algorithm that decrypts data in 8-byte blocks and is widely used in software such as SSH and in operating systems such as OpenBSD. We briefly describe these applications in the second column of Table IV. It should be noted that, we do not currently employ a real database in the OSD system. Instead, we have developed a filter applet that filters the records according to a certain degree of selectivity (e.g., applying a filter applet with a selectivity factor of ten to the dataset will return 1/10 of the total amount of data) to simulate the non-index operation that applies to the entire dataset. The third column shows the specified dataset used in each application. In the last column, we give how much percent of the input data set would be filtered in the OSD-side. For example, Edge Detection shows the maximum amount of data filtering of 96.7%, while Blowfish Decryption doesn’t filter any data.

In an OSD, all of these three data analysis algorithms are encapsulated into function objects and have their object IDs for reference. For the dataset, both the database records and encryption items are contained in a file that is striped into OSD objects across all the OSDs. All the images to be processed are also evenly distributed across all the OSDs and each image in the OSDs is taken as an OSD object. We begin our test by running several processes on the host at the same time, and each process is responsible for reading or writing the OSD objects in an OSD. The function objects will be invoked to execute if they are already associated with the OSD objects that are being read or written. They acquire the execution parameters (e.g., encryption keys and selection conditions) from the attributes of the OSD objects and are executed in the user space to avoid disturbing the system kernel.

C. Application Performance

We evaluate the performance of Oasis by first analyzing the improvement on overall execution time, and then we look at the sensitivity analysis results, including the number of OSDs, the programming language of function objects, and the number of function objects that are associated with the same OSD object. We’ll mainly analyze two cases: Traditional Storage (TS) and Active Storage (AS). The former means that the data stored in an OSD should be shipped to the host to process, while the latter means that the data should be processed in the OSD using the function object. It should be noted that, in the following experiments, all the executed function objects are implemented in C language unless otherwise indicated (e.g., in Figure 6).

a) Performance Improvement

Figure 4 shows the execution time breakdown for different applications using one host and one OSD. We simply divide the execution time into a process part and a transfer part. The process part indicates the execution time of the application function, including the overhead of copying data from kernel space to user space, while the transfer part measures the communication overhead on the interconnect network between host and OSD. As the figure shows, the AS scheme improves performance significantly on both Database Selection and Edge Detection applications, 83.8% and 70.4% respectively. One can see that these improvements can be attributed to the dramatic time reduction on the Transfer part, from 292.6s to 3.9s in Database Selection and from 198.0s to 0.74s in Edge Detection application. This is because most of the data has been filtered on the OSD-side, which results in less data transferred from the OSD to the host. While, the performance of the AS scheme and the TS scheme in Blowfish Decryption are almost the same, the reason is that Blowfish Decryption algorithm doesn’t filter data on the OSD-side (see Table IV).

We then look at the scalability of Oasis when the number of OSDs is increased. Figure 5 shows the performance of three applications in Oasis for the 1-OSD, 2-OSD and 4-OSD configurations, respectively. One can see that the performance

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Input Data</th>
<th>% of Data Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database Selection</td>
<td>Non-index select operation that applies to the entire dataset and returns the records that match a given search condition.</td>
<td>1.7GB (33 million line records, each of which is a double)</td>
<td>87.4%</td>
</tr>
<tr>
<td>Edge Detection</td>
<td>This application employs sobel edge detection algorithm [14] to perform convolution operation on entire images and extract the key features (i.e., edge) of them.</td>
<td>584.0MB (10000 images, each of which is a 8-bit map of 59.8k)</td>
<td>96.7%</td>
</tr>
<tr>
<td>Blowfish Decryption</td>
<td>This application employs the blowfish algorithm developed by Bruce Schneier [20] to decrypt an 8-byte record each time.</td>
<td>800MB (100 million line records)</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE IV

CHARACTERISTICS OF DATA ANALYSIS APPLICATIONS
of TS is scalable with the increase in the number of OSDs for all of the three applications. This is because the parallelism in the OSDs results in a great decrease in the transmission time over the interconnect network. We also observe that, in Figure 5(a) and Figure 5(b), the AS scheme outperforms the TS scheme significantly due to the reduction in data transfer, even with a single active storage node. We see that these improvements are consistent with the increase in the number of OSDs. For Blowfish Decryption application (see Figure 5(c)), as there exists no data reduction in the data transfer, AS scheme achieves comparable performance with the TS scheme even though the number of OSDs increases.

b) Impact of Language of Function Object

The C-powered function object may perform well in execution efficiency, but not well in portability when compared to a Java-powered function object. To analyze the impact of language of function object, we repeated the experiments with all three kinds of applications in three cases: processing data in host (TS), executing function objects written in C language in OSD (AS(C)) and executing function objects written in Java language in OSD (AS(Java)).

As illustrated in Figure 6, AS(C) and AS(Java) achieve comparable performance for both the Database Selection and Blowfish Decryption applications, while for Edge Detection, AS(C) far outperforms AS(Java) by a factor of 6.12. It should be noted that TS in the Edge Detection implementation also outperforms AS(Java) by a factor of 0.84. The reason for this is that, since a large number of I/O operations are required for the Edge Detection algorithm to generate the output image, the algorithm implementation using the Java language is significantly slower than the implementation using the C language. And even such performance degradation with the Java implementation may compromise the benefits of data reduction in the Edge Detection application achieved by the active storage technology.

However, for the application such as Blowfish Decryption, the algorithm is basically composed of the ADD and XOR instruction (not I/O bound), so the algorithms using C language and using Java language will result in a comparable speed, implying that for non-I/O intensive applications, both the C and Java implementations of function objects can achieve comparable performance, while for I/O intensive applications, achieving a cross-platform implementation with the Java programming language means a potential performance bottleneck in the active storage system.

c) Impact of Multiple Function Objects

The above evaluation focuses on applying one application function on user data each time. However, sometimes, users may want to perform multiple operations on user data at a time. For example, users may need to first decrypt a large piece of data and then select the data that they want. Oasis supports function composition by associating multiple function
objects with a single OSD object using object attributes (see Figure 3).

Figure 7 shows the execution time on a hybrid application that stacks a Database Selection service on a Blowfish Decryption service with different number of OSDs. We evaluate the impact of multiple function objects by partitioning this hybrid application between the host and OSDs, namely, processing this hybrid application on host (TS), first decryption on OSD and then selection on host (AS(one)) and processing this hybrid application on OSDs (AS(two)). The results show that AS(one) does not improve the system performance, as a matter of fact, decreases slightly by 0.7%-3.9% when compared to TS. The reason is that, offloading the Blowfish Decryption application to the OSDs doesn’t bring data reduction across I/O interconnect, but incurs a small overhead over the traditional object storage system. However, the performance of AS(two) significantly outperforms TS by a factor of 0.41 to 2.63, and also outperforms AS(one) by a factor of 0.45 to 2.66. This shows that offloading Database Selection to the OSDs can significantly improve the system performance. Again, this is because the Database Selection application reduces the data needing to transmit over the interconnect network by filtering data on the OSD side. This indicates that, for a hybrid application that is composed of multiple applications, only applications that can make data reduction across the I/O interconnect can really benefit system performance.

D. Overhead Analysis

a) Implementation Overhead

As depicted in Figure 1, in an Oasis system, the Association Check module has to check whether there exists any function object associated with the OSD object that is being read or written by accessing the attributes of the OSD object during every read or write call even when no function object is associated with the OSD object. We evaluate this implementation overhead by comparing the completion time of reading and writing a file with different file sizes in the Oasis implementation when no function object is associated to the user object with the Intel OSD reference implementation under 1Gbps interconnect network. As shown in Figure 8, the implementation overhead of Oasis is minimal, between 1.2% to 5.9% for the read operation and 0.6% to 9.9% for the write operation, with the Intel OSD reference implementation as the baseline.

b) Management Overhead

Oasis manages the function object by cleverly employing the object commands defined in the current T10 OSD standard. Table V shows the completion time of various object commands for the management of function objects in Oasis under 100 Mbps interconnect network. For example, it takes 13.6 ms to create a function object with 1KB size by using the CREATE AND WRITE command, while only 7.8 ms to delete this function object by using the REMOVE command. In summary, it incurs an overhead as little as 2.8 ms to 13.6 ms for managing function objects, implying that Oasis provides an effective and time-saving way to manage the function objects by using the existing object commands.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the design and evaluation of Oasis, a framework that incorporates the active storage technology into object-based storage systems that comply seamlessly with the T10 OSD standard. In contrast with previous work, our design represents application functions in the OSD as function objects, allowing them to be flexibly controlled by using the standard OSD commands, and supports transparently and variable-granularity processing by using object attributes. In addition, Oasis also supports capability-based access control by extending the object storage security model.

We prototyped Oasis on the Intel OSD reference implementation and implemented function objects in the C and Java programming languages, respectively. Experimental results on data analysis application show that Oasis achieves substantial performance improvements over the traditional object-based
storage system in Database Selection and Edge Detection applications, while Blowfish Decryption doesn’t achieve dramatic performance improvement as it doesn’t filter data on the OSD-side. The data also shows that, though Java-powered code makes it possible for the application function to execute in a cross-platform environment, it may result in a system performance bottleneck with I/O-intensive applications, while for applications that do not heavily rely on the I/O operations, implementing the function object with both the Java and C programming languages will achieve comparable performance. We also evaluated the overhead of Oasis and demonstrated that, compared to the Intel OSD reference implementation, Oasis brings only a small implementation overhead, as little as 1.2% to 5.9% for read and 0.6% to 9.9% for write. Moreover, Oasis provides an effective and time-saving way to manage function objects.

In future work, we would like to employ sandbox technology [24] to enable the concurrent execution of multi-function objects. We would also like to evaluate the cases when host or OSDs are heavily loaded. In this case, we would like to employ the dynamic partition approach [18] to efficiently allocate computation workload between host and OSDs according to their processing capability.
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